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Introduction 

This book is about phonetics, but what does this term signiEy? As our sub-
tide suggests, we define phonetics as 'the scientific study oE speech'; but to 
understand this we need to think about both what we mean by speech, but 
also what we mean by scientific. 

By 'speech', we mean all the sounds used to represent the words and 
other units oE language. Furthermore, we don't just mean the English lan-
guage, but all the languages oE the world. There are some sounds we can 
make easily enough (such as the various raspberry-type noises) that do not 
occur in any known language (though it's always possible we may one day 
discover a language that does use so me oE these!). So these sounds do not 
normally co me under consideration by phoneticians. There are also sounds 
that can only be produced by people with an abnormal cranioEacial devel-
opment (such as a deEt palate). These sounds are oE interest to the clinical 
phonetician (see Ball, 1993), but are normally not dealt with by the general 
phonetician. 

By 'scientific' we mean that the phonetician is concerned with an objec-
tive description oE how speech works, measuring speech characteristics as 
accurately as possible, and providing an account using agreed and under-
stood terminology. The phonetician is not concerned with subjective 
accounts oE speech, oE the type 'this sound/accent/speaker is uglierlnicerl 
more refined than that'. We are not in the business oE saying any one Eorm 
oE speech is in any way better than any other. OE course, such attitudes are 
common among laypeople, with prejudices usually based not on the intrin-
sic qualities oE the sounds themselves but on people's views oE the 
area/social dass/personal attributes oE the speakers oE the variety in 
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2 Introduction 

question. This phenomenon is certainly of interest to sociolinguists (the 
term 'sociophonetics' has been proposed for such studies), but is usually 
feIt to be outside the domain of mainstream phonetics. 

We must always remember that, just as Ianguage is a symbol system 
whereby a word stands for an item or concept (i.e. it is not the same as the 
item itself), so speech is also a symbol system. The spoken word represents 
the word just as the word represents the item. We can show this by noting 
a variety of ways in which a word can be represented. We can speak it of 
course, but we could also write it down, sign it using sign Ianguage, send it 
by morse code or semaphore (although so me of these alternatives are, of 
course, derived from speech or writing). Speech can be thought of as the 
primary symbol system of Ianguage, but it is not the only one. 

We have just mentioned the link between speech and Ianguage. At this 
point, then, we need to consider that the study of speech abilities in general 
differs from the study of the speech of a specific Ianguage, or of speech pat-
terns in groups of Ianguages. 'Phonetics' is the study of speech in general: 
the whole range of possible human speech sounds, how they are produced, 
their acoustic characteristics, how they are heard and perceived. When we 
study the sound system of a specific Ianguage, we are interested not in these 
features, but in how sounds pattern together to make units, the number and 
type of consonants and voweis the Ianguage has, the permitted ordering of 
sounds in words, the meaning associated with specific intonation patterns, 
and so on. This area of study is termed 'phonology'. 

We do not discuss phonology in any detail in this book as this is a text 
on phonetics. Nevertheless, we do need to grasp one important phonolog-
ical concept, as it affects our decision-making regarding how detailed our 
descriptions of certain sounds should be. This is the notion of 'contrastiv-
ity'. The point of contrastivity is that two phonetically different sounds 
may occur in two different Ianguages, but only in one will they contrast, 
and so distinguish one word from another. We can illustrate this with an 
example: in English the '1' at the beginning of the word 'Ieaf' (a clear-I) is 
different from the '1' at the end of the word 'feei' (a dark-I) in most accents 
(try saying these carefully to hear the difference). This difference in English 
is not contrastive, however, because it is a positional variant: the clear-I 
always occurs at the beginning of syllabies, and the dark-I at the end, so we 
can never find a pair of words contrasted only by the use of one or other of 
these types of '1'. In Irish, on the other hand, both clear-I and dark-I can 
occur at the beginning of syllabies, and at the end of syllabies, for example, 
'polI' (dark-I, meaning 'hole' nominative) and 'poill' (clear-I, meaning 
'hole' genitive). In other words, the choice of the clear-I as opposed to the 
dark-I (or vice versal actually results in a different word. 

As we noted above, when we study phonetics we are interested in the 
sounds of speech: both individual segments and aspects (such as intona-
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tion) that spread over stretches of segments. We are interested in how we 
use the various vocal organs to produce these sounds; we are interested in 
the physics of speech, that is the acoustic characteristics of the speech 
sound wave; we are interested in the hearing process and how speech is 
decoded by the listener; and we are interested in developments in instru-
mentation to help us with these tasks. In this book we attempt to cover all 
these areas: differences in the amount of coverage reflect general tendencies 
in phonetic research over the years, and the fact that certain areas may be 
more immediately useful than others to general students of phonetics. 

This brings us to a final thought: why should we study phonetics? Apart 
from a general interest in all the abilities of the human species, phonetics 
is, in fact, the very practical end of language study. A knowledge of how 
speech works is needed for a wide variety of occupations; for example, 
drama students need to know some phonetics to deal with voice projection 
and accent learning; singing students also need to know about voice pro-
duction. Those wishing to teach a foreign language (or indeed learn one) 
will find phonetics invaluable in their attempts to introduce target pronun-
ciation, whereas people wishing to teach English as a foreign language need 
to know English phonology but also general phonetics if they want to teach 
aspects of English pronunciation as well as grammar. Students of linguis-
tics and communication will find that phonetics not only complements 
their study of linguistic communication, but will allow them to understand 
many aspects of sociolinguistic variation that we touched on earlier. 
Finally, those interested in communication dis orders and speech and lan-
guage therapy need a detailed knowledge of speech production and per-
ception in order not only to understand specific impairments, but to know 
how to treat them. 
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Introduction 

The vocal tract 

The respiratory system 

Introduction 

The anatomy and 

physiology of speech 

The laryngeal system 

The supralaryngeal system 

Monitoring speech 

For a spoken message to be passed from a speaker to a hearer, a complex 

set of physical operations must be undertaken. This chain of events (so me-

times called the speech-chain) starts with chemical activity in the brain of 

the speaker who devises or constructs the message. This neurological stage 

ends with the sending of instructions down the neural pathways to a vari-

ety of muscles located throughout the set of vocal organs (the vocal tract): 

the result is a range of muscle contractions and physical movement of 

structures such as the rib-cage, the larynx, the tongue and so on. In turn, 

these movements give rise to an aerodynamic phase of the speech chain, 

whereby air flows through the vocal tract. This airflow interacts with con-

tinued movement of structures such as the vocal folds, tongue, lips and soft 

palate to produce the different features of speech. 

This modified airflow through the vocal tract impinges on the air sur-

rounding the speaker, influencing it in particular ways. Thus we have an 

acoustic stage in the speech-chain, for which we can describe the particular 

properties of the sound waves leaving the speaker and heading to the 

hearer. These properties include how large the waves are (amplitude), how 

often they re-occur (frequency), and how long individual acoustic aspects 

last (duration). 

Eventually, the sound waves reach the ear of the hearer, and again we 

have aseries of physical operations that allow the hearer to convert sound 

waves (basically the movement of air molecules) into a message understood 

in the brain. The ear contains a number of sections (the outer, middle and 

inner earl whose function is to convert sound waves into physical move-
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ment, and then physical movement into electrochemical activity along the 
neurological pathways from the inner ear to the relevant parts of the brain. 
It is here that the final neurological stage is undertaken, whereby the message 
is decoded by the different speech and language components of the brain. 

From this brief overview of the speech-chain, it becomes clear that we 
can think of a speech event as consisting of broadly three parts: the pro-
duction of the message; the transmission of the message; and the recep-
tion of the message. The neurological aspects of production and 
reception are often considered as falling outside phonetics proper and we 
will therefore only touch on these at appropriate places through the book. 
Phoneticians have traditionally termed the three main stages of the speech 
event articulatory phonetics, acoustic phonetics and auditory phonetics, 
and we will follow these three stages in the presentation of phonetics in 
this book. 

Articulatory phonetics (the term derives from the fact that vocal organs 
often articulate or move against each other in the production of speech) 
encompasses a very wide range of physical activity needed to produce the 
very large number of sound types possible in human language. We will 
therefore be spending several chapters of this book looking at articulatory 
phonetics. In order to do this efficiently, we will need to know so me 
anatomy and physiology, i.e. those aspects relevant to speech production. 

The vocal tract 

The main functions of the vocal tract for speech are setting a column of air 
into motion, and then modifying this moving airstream in a number of 
ways to produce the sounds of speech. We can therefore view the vocal tract 
as an aerodynamic system, with the individual vocal organs contributing to 
this system. To initiate a moving column of air we need one of two types 
of device: a bellows or a piston. Luckily for us, the vocal tract has a very 
efficient bellows-like organ (the lungs) and also a piston-like structure (the 
larynx), and both of these can be used to initiate an airstream for speech. 
The larynx can also act in a valve-like manner, allowing free flow of air 
from the lungs, or metering it in small bursts producing what we term 
'voice'. 

Furthermore, we have aseries of cavities above the larynx that can act as 
resonating chambers. The pharynx, and oral and nasal cavities can all be 
used to modify the moving airstream and so produce differences in speech 
sounds. We can modify the shape of the pharynx and oral cavity, in the case 
of the latter through movements of the tongue, lips and jaws, and so all of 
these must be considered as part of the anatomy and physiology of speech. 
The soft palate can act as a valve: allowing or stopping air from flowing 
through the nasal cavity. The soft palate, together with the back of the 
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Figure 1. 1 The vocal tract 

tongue can also act in a piston-like manner, and so be yet another source oE 
an airstream Eor speech. 

As we can see in Figure 1.1, the vocal tract extends from the two lungs, 
via the trachea, the larynx and the pharynx, to the oral and the nasal cav-
ities. We will examine these structures in turn, commencing with the lungs. 

The respi ra tory system 
The lungs are a pair oE organs with an elastic or spongy nature. However, 
whereas we can characterize them as equivalent to a pair oE bellows in their 
Eunction oE drawing air into the body and then expelling it again, they are 
unlike bellows in their make-up, as they do not consist oE two balloon-like 
structures. It is more accurate to think oE them as branching structures, 
consisting oE many air-filled alveoli (around 300 million tiny air sacs) which 
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pharynx 

larynx 
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open into alveolar ducts, then into larger tubes (bronchioles), all oE which 

co me together in the two bronchi. These unite at the base oE the trachea (or 

windpipe). This arrangement can be seen in Figure 1.2. 

The lungs are contained within the pleura, which consists oE one sac (the 

visceral pleura) within another (the parietal pleura), the whole making up 

an airtight entity within the thoracic cavity. The outer boundary oE this 

arrangement consists oE the ribs while the lower one consists oE the 

diaphragm. The diaphragm is a large, dome-shaped muscle that separates 

the thoracic from the abdominal cavities. Apart from the diaphragm, the 

other important muscles concerned with lung activity are the intercostals. 

The ribs are interconnected by two sets oE intercostal muscles: the external 

intercostals, which among other things help to expand the thoracic cavity 

which creates a negative pressure within it, thus causing air to flow into the 

lungs to help equalize pressure; and the internal intercostals which, among 

other things, aids in the contraction oE the ribs, thus creating positive 

Figure 1.2 
Thelungs 

larynx 

trachea 

paríetal pleura 

visceral pleura 

right 

lung 
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pressure leading to the expulsion of air from the lungs. Other musdes are 
also involved in breathing (for example the pectoralis minor mus des which 
connect ribs to the shoulder blade, and other abdominal and thoraeie mus-
des), but we do not have the space here to go into all the muscular interac-
tions needed for breathing and speech. 

Stated simply, then, the breathing cyde of inspiration and expiration 
involves firstly the expansion of the rib cage and lowering of the 
diaphragm (causing negative air pressure as noted above), resulting in air 
flowing into the lungs (or inspiration). This is followed by a combination 
of gravity and muscular activity to expel air from the lungs. After filling 
with air, the lungs collapse under their own weight, causing air to start to 
flow outwards again (expiration). This is combined with raising of the 
diaphragm and activity by the internal intercostal mus des to create posi-
tive pressure and outward airflow. The lungs never empty completely (see 
Chapter 2 for discussion of amounts of air contained in the lungs at dif-
ferent points in the breathing cyde), but the speed with which they empty 
can be controlled. This is especially useful for speech, as we normally 
speak on an outward flowing airstream. By using the external intercostals 
as a kind of brake during expiration, we can slow this part of the cyde 
down to allow speech to take place over 2-10 seconds or, exceptionally, up 
to 25 seconds. 

As noted above, the trachea commences at the union of the two bronchi 
of the lungs. It is a semi-flexible tube which is about 11 cm long and 
consists of aseries of rings of cartilage, open at the back, connected by 
membranes; the top ring of the trachea is also the base of the larynx. 

The laryngeal system 
The larynx also consists of cartilage (in fact, nine separate cartilages), with 
connective membraneous tissue and sets of intrinsic and extrinsic laryngeal 
musdes (see Figure 1.3). For the purposes of speech production, we are 
mainly interested in the cricoid and thyroid cartilages, and the pair of 
arytenoid cartilages. The epiglottis can also have a speech function, but this 
is described in Chapter 3. 

The cricoid cartilage is the base of the larynx and, as noted above, also 
functions as the top ring of the trachea. Unlike the other tracheal rings, the 
cricoid cartilage is a complete ring which has sometimes been compared to 
a signet ring in that the rear portion is flattened out into a large plate. 
Located above the cricoid cartilage is the thyroid cartilage. This is joined 
to the cricoid at the cricothyroid joint and the relevant ligaments allow the 
thyroid cartilage to move in a rocking or gliding motion against the cricoid 
cartilage. 

The thyroid cartilage has been likened to a snow-plough, with the front 
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Figure 1.3 Front, rear and top 

view of the larynx 

part of the plough being what we call the Adam's apple (or 'laryngeal 

prominence'). This prominence is more marked in men than in women, 

partly because the angle of the two thyroid lamina (or bl ades of the snow 

plough) is sharper in men than in women (90

0 

as opposed to 120

0

). 

Situated on the signet part of the cricoid ring are the two arytenoid 

cartilages, which resemble a pair of small pyramids (note that they are a 

mirror-image pair). They are attached to the cricoid via the cricoarytenoid 

joint, which allows both forward and backward movement, and side-to-

side movement, this ability is important for speech as it allows us to adjust 
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the tension of the vocal folds. The arytenoids have aseries of small projec-
tions, which allow for muscular attachments (the 'muscular processes'), the 
cricoarytenoid joint just discussed, and (at the 'vocal processes') the attach-
ments for the vocal folds. 

The vocal folds run from the arytenoids forward to the interior of the 
front of the thyroid cartilage (see Figures 1.3 and 1.4). Each of the folds 
themselves (the older term 'vocal cords' is generally no longer used by 
phoneticians) can be thought of as consisting of a muscle (the vocalis 
muscle) covered by various layers, including the vocalligament (there are 
different ways of classifying these layers that need not detain us here). The 
inner edges of the vocal folds, that come into contact when vocal fold 
vibration takes place (to produce 'voice'), are called the margins. These 
margins are usually divided into the upper and lower (or superior and infe-
rior) margins: in vocal fold vibration the inferior margins make contact 
first, and separate first. Backward-forward movement of the arytenoids 
allows us to adjust the tension of the vocal folds (the more tense the vocal 
folds are, the higher pitch we perceive when voice is produced), whereas 
side-to-side movement allows us to bring the vocal folds together and move 
them apart. 

Above the vocal folds (sometimes termed the 'true vocal folds') are the 
false vocal folds, or ventricular bands (see Figure 1.4). These resemble two 
shelves of tissue situated above the true vocal folds, and whilst they may be 
used by themselves or together with the true vocal folds in voice production 
for special effect, their use normally implies the speaker is suffering from a 
voice dis order. 

The space between the vocal folds is termed the glottis. Although it may 

Figure 1.4 Cross-section 
of the vocal folds and the 
ventricular bands 

ven triculor bond 

ventricle 

vocol fold 

epiglottis 

thyroid cortiloge 

cricoid cortiloge 
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see m strange to have a term for aspace, rather than a structure, the glottis 
is important for speech, as the shape of the space between the folds deter-
mines many aspects of voice quality (see Chapter 2). The glottis can be 
open and closed (and various degrees in between), although there is always 
some resistance to airflow from the lungs, as the maximal glottal opening 
still covers just under half of the cross-sectional area of the trachea. This 
resistance to airflow actually causes acceleration to it, and can cause a cer-
tain amount of turbulence: the sound [hJ is in fact turbulent airflow 
through a basically open glottis. Further aspects of glottal shape related to 
phonation and articulation are dealt with in future chapters. 

Finally, we can also note that the larynx itself can be moved slightly 
upwards or downwards through the use of the laryngeal muscles. This aids 
in airflow initiation (see Chapter 2) by acting as a piston, but also aspects 
of voice quality derive from a raised or a lowered larynx (see Chapter 6). 
Superior to the larynx is the pharynx, which in turn leads to the oral and 
nasal cavities: it is these supralaryngeal (or supraglottal) structures that we 
will examine next. 

The supralaryngeal system 

The pharynx reaches up from the top of the larynx to the rear of the oral 
and the nasal cavities. The inferior part can be termed the 'oropharynx', 
with the superior called the 'nasopharynx'. The term 'laryngopharynx' has 
sometimes been used to denote that portion immediately above the larynx. 
As noted above, all the cavities described in this section are used as res-
onating chambers in speech production, which increase loudness and alter 
sound quality. The pharynx is less versatile in this regard than the oral cav-
ity, as there are not many ways to alter the size or shape of the chamber. 
Nevertheless, certain changes can be made: the larynx may be raised, thus 
reducing the overall volume of the pharynx; the tongue root and epiglottis 
can be retracted into the oropharynx, again reducing its volume but also 
adding an obstruction to the airflow; and finally, the faucal pillars at either 
side of the back wall of the pharynx may be drawn towards each other thus 
contracting the back wall. This last modification generally results in an 
alteration to voice quality. 

The nasal cavity is accessed through the velopharyngeal port, and this 
opening is effected through the lowering of the velum (or 'soft palate'): see 
Figure 1.5(a). In normal breathing, the velum is lowered all the time, so that 
air can flow freely through the no se down to the lungs and back out again. 
However, in speech the majority of sounds are purely oral (that is to say the 
outward flowing air on which speech is made does not enter the nasal cav-
ity), so the velum must be raised. Nevertheless, a minority of speech sounds 
in most languages may involve the nasal cavity (for example, [mJ and [nJ in 
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(a) 

(b) 

Figure 1.5 Oral cavity: 
(a) side view; (b) front view 
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English), and for these sounds the velum is lowered and the air flows 
through the nasal cavity (it mayaiso flow through the oral cavity at the 
same time; this is discussed further in Chapters 3 and 5). The nasal cavity 
cannot be modified in size or shape, and the air flow exits through the nares 
or nostrils. 

The oral cavity is the most versatile of the three supralaryngeal cavities, 
and the important oral structures for speech are shown in Figure 1.5(a). At 
the front of the oral cavity, the lower jaw (or mandible) may be raised or 
lowered thus closing or opening the mouth. Linked to this, the upper and 
lower lips may be brought together or held apart. Also, the lips can adopt 
a rounded position (different degrees of rounding are possible), spread 
apart, or be in a neutral shape (see Figure 5.4 for illustrations of lip shapes). 
The tongue is the most flexible of the structures within the supralaryngeal 
system. Its tip and blade can articulate against the upper teeth, or the alve-
olar ridge; its front section can articulate against the hard palate; its back 
against the velum and the uvula; while its root can be retracted into the 
pharynx (see Figure 3.4 for a diagram of tongue divisions). The tip and 
blade are so flexible that they can be bent upwards and backwards such that 
the underside of tip and blade articulate against the roof of the mouth. 
Articulations at these places within the oral cavity can also be of different 
types (e.g. the tongue firmly touching the alveolar ridge, or leaving a small 
gap between the tip and the ridge), and these types are described in Chap-
ter 3. All these articulations are used in the languages of the world to make 
individual sounds, and are described in detail in Chapter 3. 

The modifications to the shape and volume of the oral cavity just 
described result in a large number of different sound qualities, which go to 
make up the vowels and consonants of language. We turn to look at this 
array of speech sounds in the next few chapters, but before that we also 
need to consider how the anatomy and physiology of speech allow us to 
monitor our speech as well as produce it. 

Monitoring speech 
In previous sections of this chapter we have been interested in the anatomy 
and physiology of speech production, but here we turn our attention to 
aspects of the monitoring of speech once it has been produced. (The hear-
ing process and speech perception are dealt with in Chapters 10 and 11.) It 
is clear from listening to the speech of hearing-impaired people who 
learned to speak before suffering their hearing loss (termed 'post-lingual 
hearing loss') that monitoring of speech through hearing plays an impor-
tant role. This auditory feedback is clearly used to monitor our accuracy in 
the production of prosodie aspects of speech such as intonation, loudness, 
tempo and voice quality (e.g. harsh, breathy or modal [= normal]), as these 
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are among the most obvious disruptions in the speech of post-lingually 
hearing-impaired individuals; especially when their hearing loss occurred 
some time previously. 

Phonetic disruptions also occur at the level of individual speech sounds 
with these speakers. So, we find inaccuracies in the vowel system, and pre-
cision in the production of many consonants also deteriorates over time. It 
seems clear, therefore, that auditory feedback is most important for the 
continued accurate production of speech. We can even test this with non-
hearing-impaired speakers by temporarily blocking auditory feedback 
(usually through the use of padded headphones to block most sound from 
the ears). If you attempt this experiment, remember to record your own 
speech on a tape-recorder, or ask a colleague to let you know how you 
speak with the headphones on. Certain prosodie features are the first to be 
affected: loudness and tempo especially. It would appear then that these are 
under immediate control of auditory feedback, whereas the stored neuro-
muscular patterns required for intonation, individual sound production 
and so on, take Ion ger to degrade without this feedback. 

However, it has long been known that auditory feedback is not the only 
monitoring mechanism in speech. For one thing, auditory feedback takes a 
comparatively long time (in speech production terms; see Figure 1.6 for a 
model of speech production and feedback): the time it takes from the move-
ment of the speaker's articulators until the resultant sound is heard and any 
necessary alterations can be made is between 160 and 250 ms (= millisec-
onds, or thousandths of a second). Although this seems a very short time, 
it is Ion ger than many individual sounds take to utter, so auditory feedback 
cannot be used to monitor the production of individual sounds, for even 
with long segments, such as so me vowels, the majority of the sound would 
be completed before any correction could be made. Such a problem is not 
present in features such as loudness, intonation and so on which take place 
over a stretch of segments; and, as already mentioned, these are the very 
features that cause post-lingually deafened speakers most problems. 

Nevertheless, post-lingually hearing-impaired speakers do eventually 
suffer attrition to the accuracy of consonants and vowels as well as 
prosodie features. It appears, then, that whilst auditory feedback cannot 
monitor the production of individual segments it is used to monitor the 
overall accuracy of classes of vowel and consonant (by testing whether they 
'sound' correct, presumably). Without it, the stored neuromuscular pat-
terns will deteriorate over time and cannot be corrected even using the 
other monitoring strategies discussed below. 

Another feedback mechanism for speech, and one that might help in 
monitoring individual segments, is the tactile/kinaesthetic feedback me ch-
anism derived from the sense of touch, and the ability to sense movement. 
Both tactile and kinaesthetic receptors are found throughout the vocal 
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tract: tactile receptors are responsible for information about touch and 
pressure; the kinaesthetic ones inform us about the movement and position 
of vocal organs. The feedback from these receptors, therefore, can help 
speakers monitor the accuracy of the movement and placement of the 
articulators, and this in turn informs them about the accuracy of the exe-
cution of the neural commands for speech. 

The tongue has a large number of tactile and kinaesthetic receptors, and 
this helps us to monitor the placement of the tongue: most important for a 
majority of individual speech sounds. Other parts of the supralaryngeal 
vocal tract are not so well endowed with receptors: for example, the palate 
does not have many. This is not a drawback, however, as when the palate is 
the passive articulator for a speech sound, the tongue is the active 
articulator, and so accuracy of articulation can still be monitored by the 
latter. 

The importance of tactile/kinaesthetic feedback has been demonstrated 
through the examination of speakers who lack this mechanism due to an 
impairment to the receptors (this can be congenital). Alternatively, through 
the use of local anaesthetic, the feedback mechanism can be temporarily 
'turned off' in experimental subjects and their speech can then be investi-
gated. Such studies show that the lack of this monitoring route results in 
speech errors, generally in the articulation of individual speech segments. 
The tactile/kinaesthetic feedback loop is clearly shorter than the auditory 
one (see Figure 1.6), but even so it is still too long for monitoring the fine 
muscle activity required for the correct production of certain speech sounds 
or parts of speech sounds. We still need to find a quicker route. 

Such a very fast feedback system requires that we examine the in-built 
feedback mechanism found with muscle activation (including, of course, 
muscle activation for speech). This feedback mechanism has been termed 
proprioceptive or gamma-loop, and is derived from the study of the physi-
ology of the neuromuscular system. If we simplify this somewhat, we can 
state that neural impulses originating at high er levels of planning are trans-
mitted via alpha and gamma motor neurons to the muscles. The resultant 
movement of the muscle is sensed in the 'muscle spindie' , and impulses are 
sent back from the muscle spindies via the gamma system to impinge on the 
alpha motor neurons again. The returning gamma signal is compared via 
an automatic process with the intended outgoing signal and changes made 
to any deviations. 

This comparison and emendation process takes place in an area of lower 
neural activity, and so is a quasi-automatic system, that does not need to be 
mediated by higher neural functions (unlike the two previous feedback 
mechanisms discussed). This results in an extremely rapid monitoring pro-
cedure, that we ass urne must be fast enough to control accuracy for even 
the most rapid and finest articulator movements in speech production (see 
Figure 1.6). 
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Our discussion of feedback mechanisms in speech allows us to propose 
a simple model of speech production and monitoring. In Figure 1.6 we 
show a diagram of this model. The model consists of series of boxes 
representing different stages in speech production (in reality, we have col-
lapsed several stages into one in many of these boxes). The first of these we 
term higher neural planning, which represents the neural activity required 
to devise a message, organize it into phonological units needed for speech, 
and plan the ordering of neural impulses necessary for the final phonetic 
effect. Both auditory and tactile/kinaesthetic monitoring feedback fit 

Figure 1.6 Model of speech 
production and feedback 
(adapted from Ball, 1993) 
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into this area, as they have to be decoded before any changes can be 
implemented. 

Lower neural planning concerns the area where the actual nerve 
impulses are sent and, as mentioned above, where gamma loop feedback 
operates. The result of action in this box is muscle activity and the 
physical movement of articulators and other vocal organs. This is the 
source of both gamma loop feedback and the tactile/kinaesthetic systems, 
but as the figure shows they have different destinations. Aerodynamic 
activity is the result of vocal organ activity (see Chapter 2), leading to 
acoustic output (i.e. the speech sounds themselves). This last stage of the 
speech production process is the source of auditory feedback, and the 
model demonstrates the long path back to high er neural planning (via the 
hearing system, not included in the diagram) of this monitoring system. 

Further reading 

Readers wishing more detail on the anatomy and physiology cf speech should consult 
Culbertson and Tanner (1997), Kent (1997bl, Seikel et al. (1997) for recent texts; Kahane 
and Folkins (1984) and Perkins and Kent (1986) are excellent longer established texts. 

Short questions 

1 What organs make up the vocal trad? 
2 How are the lungs made up? 
3 What are the parts of the larynx most important For speech? 
4 What controls the movement oF the vocal Folds and in what directions can they move? 
5 What are the supralaryngeal resonating chambers? 
6 How is entry to the nasal cavity controlled? 
7 How can the oral cavity be modiRed? 
8 What are the feedback mechanisms used to monitor speech? 

Essay questions 

1 Using library resources, discuss how the vocal trad changes from birth to adolescence, 
and comment on the eFFects these changes have on the ability to produce speech. 

2 Review the literature on the eFFect oF the lack oF auditory Feedback on the speech oF 
hearing-impaired speakers, distinguishing between pre- and post-lingual hearing loss. 



2 Initiation of speech 

Introdudion Phonotion 

Airstream mechonisms 

Introduction 

In Chapter 1 we discussed the structures that make up the vocal tract, and 
pointed briefly to some of their functions as adapted for speech. For 
speech to occur, however, we must have a moving body of air through the 
vocal tract, or part of the vocal tract. Sound waves are created by modi-
fying this moving body of air: the modifications being caused by the 
movements of various vocal organs, singly or in combination. What do 
we need to do to create this moving airstream? A variety of devices can 
cause air to flow: for example, a bellows-like pump can draw air in and 
then push it out creating an alternate inward and outward airflow. Also, a 
piston travelling up and down within its casing draws air alternately 
upwards and downwards. 

What causes the air to flow when we use bellows-like or piston-like 
movements? The creation of an airstream depends on the exploitation of 
air pressure and changes in air pressure. There is a natural tendency to 
maintain equal air pressure throughout an aerodynamic system; if, there-
fore, there is an increase of pressure in one part of the system, air will flow 
away from that part to attempt to recreate equal pressure throughout (in 
other words to re-establish a balance in the system). If, on the other hand, 
there is a decrease of pressure in one part of the system then air will flow 
into that part, again in an attempt to return the pressure to a balance. 
Devices such as bellows or a piston cause changes in air pressure when they 
are used. For example, when bellows are squeezed together, the air pressure 
in the bags of the bellows is clearly greatly increased (as the bag volume is 
decreased so the same amount of air inside must be under greater pres-
sure); this causes the air to flow outwards to aid in equalizing the air 
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pressure with that of the outside. Conversely, when the bellows are opened 
out, the volume within the bags increases, so the air pressure is lower. This 
will cause air from the outside to flow into the bellows: again to equalize 
pressure. 

50mething similar occurs when we use a piston. If a piston moves 
upwards within a sealed cylinder then any gas (such as air) above the pis-
ton is subjected to positive pressure (i.e. the pressure increases). If an out-
let to the outside is available above the piston, then the air in the cylinder 
will flow outwards to achieve pressure balance. Conversely, if the piston is 
pulled downwards in the cylinder, then any air above it will be subjected to 
negative pressure (air pressure reduces), and this time air from outside 
flows into the cylinder. 

So, for speech purposes, we need to exploit vocal organs that can act like 
bellows or pistons to create air pressure changes and so airflow. Obviously, 
the lungs can be thought of as the equivalent of bellows, whereas the lar-
ynx moving up and down in the trachea acts in a piston-like manner. As we 
will see, these structures are responsible for most of the airstream types 
found in naturallanguage, although other mechanisms can be used to pro-
duce speech sounds and extra-linguistic sounds. We noted above that both 
positive and negative press ure can cause airflow. With airstream mecha-
nisms used for speech production, we find that positive pressure creates 
outward airflow, termed egressive, whereas negative pressure creates inward 
airflow, termed ingressive. Phoneticians sometimes use the terms 'positive 
pressure' and 'negative pressure' (or 'rarefactive pressure') to describe the 
direction of the flow, but we will use the more usual 'egressive' and 'ingres-
sive' labels. 

Airstream mechanisms 

There are three airstream mechanisms used for speech initiation in natural 
language, but not all the egressive and ingressive possibilities are utilized. 
In Table 2.1 we list the location of each of them, with their names, and the 
direction of the airflow. In this last case, we note which directions are found 
in naturallanguage through italics. 

It should be noted that while the italicized airstream types are all found 
in naturallanguage, not allianguages use all types. Indeed, the majority of 
the languages of the world use only the pulmonic egressive airstream (as we 
do in English). Even when languages do use another type of airstream 
mechanism, the great majority of the sounds of the language are normally 
said on the pulmonic egressive airstream, with other sound types less co m-
mon and inserted in a stream of otherwise pulmonic egressive sounds. 
(This is not so strongly the case with so me of the Khoisan 'dick' languages, 
which we return to later.) 
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Table 2.1 Airstream types 

Mechanism location 

l ungs 
Larynx 
Larynx + lungs (mixed) 
Mouth 

Pressure (direction of air flow) 

Negative Positive 

Pulmonic (ingressive) Pulmonic (egressive) 

Gloftalic (ingressive) gloffalic (egressive) 

Gloftalic (ingressive) plus pu/monic (egressive) 

Velaric (ingressive) Velaric (egressive) 

Note: Glottalie is sometimes termed 'Iaryngeal', velarie is sometimes 'oralie'. 

Table 2.2 Sound types 

Airstream 

Glottalic egressive 
Glottalic ingressive 
Glottalic ingressive plus pulmonic egressive 
Velaric ingressive 

Sound type 

Ejectives 
Voiceless implosives 
(Voiced) implosives 
Clicks 

Phoneticians have given names to the sound types made with the differ-
ent airstreams. The wide range of consonant and vowels that can be made 
on the pulmonic egressive airstream are described in the following chapters. 
However, a smaller range of sound types is evident with the other mecha-
nisms, and we can introduce these names here and use them as a shorthand 
for the full name of the airstream type. These sound types are all basically 
consonant-like; Table 2.2 shows their names. 

Pulmonic egressive airstream 

Pulmonic egressive speech has sometimes been referred to as 'modified 
breathing'. This is only partly true, in that speech on a pulmonic airstream 
is almost exdusively egressive (though see the section 'Pulmonic ingressive 
airstream' below), and so we are mainly interested in the modifications to 
the expiratory part of the breathing cyde; though, as we shall see, speech 
does require modifications to the relation between the inspiratory and expi-
ratory parts of this cyde. First, therefore, we will look briefly at normal, 
quiet breathing. 

Normal breathing consists of two phases: inspiration when air is drawn 
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into the lungs, and expiration when it is expelled from them. As we noted 
above, these flows of air result from air press ure changes in the aerody-
namic system, and these air pressure changes in the case of lung air are 
brought about through the expansion or contraction of the lungs. Finally, 
lung size is controlled mainly through muscular activity (see further 
below). As we noted in Chapter 1, inflation of the lungs is effected by 
means of the extern al intercostal musdes of the rib cage. Deflation, on the 
other hand, is partly the result of gravity, in that the full lungs collapse 
under their own weight; but this is aided by the internal intercostal musdes. 

The respiratory cyde has been termed tidal, and the volume of air used 
in ordinary breathing is termed the tidal volume. Naturally, the amount of 
air making up this tidal volume will differ according to circumstances: for 
example, whether an individual is exerting themself or at rest. Quiet tidal 
breathing will require a low tidal volume (which has been termed the rest-
ing expiratory level); on the other hand, exertion will require a higher tidal 
volume. The limits to the amount of air we can breathe in and out, beyond 
the tidal volume, are anatomically and physiologically set; they are termed 
the inspiratory and the expiratory reserve volume: these volumes will differ 
from time to time depending how much air is being used in the tidal vol-
urne. As we noted in Chapter 1, the lungs can never be fully emptied, so 
even after the expiratory reserve volume has been expelled, there is still a 
residual volume left. 

These are not the only volumes that can be measured however. If we add 
the tidal volume to the inspiratory reserve volume we get the inspiratory 
eapaeity, while the vital eapaeity is the maximum volume of air that can be 
expelled after a maximum inspiration. Vital capacity is the sum of the tidal 
volume and the inspiratory and expiratory reserve volumes. The funetional 
residual eapaeity is worked out by adding the residual volume and expira-
tory reserve volume: this measure tells us how much air is in the lungs at 
the minimum of the tidal volume. Finally, all these measures allow us to 
work out the totallung eapaeity for any speaker. 

In Table 2.3 we show all these measures worked out in litres of air for a 
healthy young adult male speaker. In working out such information, we 
also need to know the posture of the speaker and the prevailing atmos-
pheric pressure: in this case we have the speaker standing upright, at sea 
level. 

To understand pulmonic egressive speech, we also need to know so me-
thing about different air pressures that can be measured in the vocal tract. 
We have already mentioned atmospherie press ure: that is the press ure of 
the 'outside air' that surrounds the speaker at any one time. This differs 
according to one's height above sea level, as well as due to the prevailing 
weather system. We can also measure the air pressure in the lungs (the pul-
monie pressure), and the air pressure in the mouth (the intra-oral pressure). 
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Table 2.3 Lung volumes· 

Lung volume type 

Tidal volume 
Inspiratory reserve volume 
Expiratory reserve volume 
Residual volume 
Inspiratory capacity 
Vital capacity 
Functional residual capacity 
Totallung volume 

• (Source: Lover, 1994: 165; after Hixon, 1973) 

Capacity (Iitres) 

0.5 
2.5 
2.0 
2.0 
3.0 
5.0 
4.0 
7.0 

These press ures are clearly related, though the intra-oral pressure is also 
related to the position and type of articulatory constriction in the oral cav-
ity and to phonatory activity. The term subglottal press ure is also encoun-
tered frequently in the phonetics literature. This refers to the pressure 
immediately below the larynx (and so, usually, equates to the pulmonic 
pressure). Subglottal pressure is proportional to perceived loudness, and is 
also an important measure in the examination of voiced plosive consonants 
(see Chapter 4). 

We also need to know about relaxation pressure. This is the pressure in 
the subglottal vocal tract which holds when the respiratory muscles 
(referred to earlier) are relaxed, i.e. the pressure produced by non-muscular 
forces. This press ure is related to the amount of air that is currently in the 
system: therefore, if the respiratory muscles are relaxed and at the same 
time there is a large volume of air in the lungs and the lungs are expanded, 
then egressive airflow will result. This is because non-muscular relaxation 
forces (derived from elastic and mechanical recoil factors inherent in the 
lungs, rib cage and diaphragm) will compress the lungs back towards the 
resting level. Conversely, if the respiratory muscles are relaxed and at 
the same time there is a low volume of air in the lungs and the lungs are co m-
pressed, then ingressive flow will result. This is because the non-muscular 
relaxation forces will now allow expansion of the lungs back towards the 
resting level. Normal quiet breathing then, is at least partly controlled by an 
automatie system, although of course actions of the intercostal muscles can 
override the automatie nature of the cycle, and alter it if necessary. Figure 
2.1 illustrates pressure changes involved with pulmonic egressive speech. 

In speech on a pulmonic egressive airstream we usually do need to use 
muscular activity to alter this quasi-automatie respiratory system. To 
speak for more than a very brief moment we normally need to use a greater 
tidal volume than in quiet breathing. However, more importantly, we need 
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Figure 2.1 Pressure changes involved with the pulmonic egressive airstream (for 
a voiced plosive). 

Key to Figures 2.1-2.5 

+ positive pressure closed glottis 
- negative pressure vibrating vocal folds 
= equal pressure direction of airAow 

pressurized air from lungs 

to slow down the expiratory part of the cyde, but keep the inspiratory part 
short. To slow down expiration, speakers use muscular control (via the 
extern al intercostals) as a brake to slow down the outward flow of air, 
switching eventually, if necessary, to a pushing action (with the internal 
intercostals) to override the relaxation pressure within the system which 
would otherwise tend to cause inspiration to recommence. In this way, 
expiration can be made to last a relatively long time (up to about 25 
seconds with so me speakers), with speech on one exhalation normally last-
ing between two and 10 seconds. 

This means that pulmonic egressive air flow is especially suited for 
speech, as we can produce long strings of sounds before having to repeat 
the modified respiratory cyde. As we will see, other airstream mechanisms 
used for speech normally only allow very short stretches to be uttered at 
any one time. 

Pulmonic ingressive airstream 

Speech is possible on a pulmonic ingressive airstream. However, we are not 
as able to slow down the inspiratory part of the breathing cyde as the 
expiratory, therefore we have only a small amount of air to use for speech. 
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Further, the vocal folds are well suited to air flowing through them from 
below (see phonation, later in this chapter), but are not so well adapted for 
pulmonic ingressive air flow. The result is that speech on such an airstream 
tends to sound harsh. 

Nevertheless, pulmonic ingressive speech is sometimes encountered in 
natural language. For example, in rapid counting speakers sometimes alter-
nate between egressive and ingressive airstreams for each numeral uttered 
(e.g. 'one, three, Hour', stands for ingressive speech). It has 
also been noted for several languages that responsives such as 'yes' and 'no' 
(or their equivalents in the language concerned) may be uttered on a pul-
monic ingressive airstream. This usage has sometimes been interpreted as 
having semantic function, for example, Laver (1994) reports that in some 
Scandinavian languages this usage conveys sympathy, whereas for English 
ingressive 'yes' has been taken to suggest reluctant compliance. However, 
we have noted for English that rapid ingressive 'yes' can be characteristic of 
simple back-channel behaviour (i.e. the supporting sounds made by a lis-
tener to someone else who is currently speaking), and have relatively little 
semantic content. 

Pulmonic ingressive speech has also been reported as a means of dis-
guising the voice from different areas. Perhaps the best-known case is that 
of 'Fensterle': a Swiss-German custom whereby a boy would talk to his 
sweetheart through the window of her room using ingressive speech so as 
to disguise his voice from her parents (it is unclear whether such a use is still 
required in modern Switzerland!). A disguising function is also reported in 
Greece and in the Philippines (for the Hanun6o language). 

Finally, there is some evidence that this airstream may be used linguisti-
cally in the language Tsou spoken in Taiwan (see Laver, 1994). A speaker of 
a regional form of this language (the Punguu accent of the Tfuea dialect) 
used the ingressive forms Ufl and UhJ in certain phonological contexts. 
Certain other speakers investigated did not share this usage, so it is unclear 
whether it is purely idiosyncratic or whether it represents a sub-variety of 
this accent. 

Glottalic airstreams 

As we noted above, piston-like mechanisms can be used to create pressure 
changes and so air flow within an aerodynamic system. For a glottalic 
egressive airstream, the speaker needs to have a tightly closed glottis 
(achieved by bringing together the vocal folds) and then use the extrinsic 
laryngeal muscles to jerk the larynx upwards. Assuming there is also an 
articulatory stricture in the oral cavity, this movement of the larynx 
increases the intra-oral air pressure such that air flows outwards on the 
release of the articulatory stricture (see Figure 2.2). Only a small amount 
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Figure 2.2 Pressure changes involved with ejectives 

of air is involved here (the amount between the larynx and the place of 
articulation), so only a single sound can be made with any one larynx 
movement. This means that ejectives are normally encountered embedded 
in speech using lung air. The impression gained with this airstream that 
sounds are being 'jerked' out is the reason for the name 'ejective' that is 
used for them. We discuss ejectives in more detail in later chapters. 

To produce a glottalic ingressive airstream we need to reverse the above 
actions. The tightly closed glottis is jerked downwards thus rarefying the 
intra-oral air pressure. On release of the articulatory stricture the air pres-
sure differences are equalized through the rushing in of air to produce what 

Figure 2.3 Pressure changes involved with voiceless implosives 
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is termed a 'voiceless implosive' (or a 'reverse ejective'). This set of events 
is illustrated in Figure 2.3. Voiceless implosives are very rare linguistically, 
possibly due to the fact that the sounds are difficult to produce with suffi-
cient volume to render them on a par with pulmonic egressive sounds. 
More common are implosives produced with vocal fold vibration (i.e. 
voiced implosives), but these are the result of mixed airstream mechanisms, 
and we cover these in the next subsection. 

Glottalic ingressive plus pulmonic egressive airstream 

Glottalic ingressive sounds can be made louder (and thus more prominent) 
by adding an amount of pulmonic egressive airflow through the larynx at 
the same time as producing ingressive airflow into the mouth: the resultant 
sounds are termed 'voiced implosives'. This is done by modifying the clo-
sure of the glottis: instead of keeping it tightly closed, the vocal folds are 
only held together lightly. This means that as the larynx is lowered, pul-
monic air below the larynx can pass through the glottis causing the vocal 
folds to vibrate and produce voice (see phonation, later in this chapter). 
Figure 2.4 illustrates how this can happen. 

Clearly, to produce this mixed airstream, the pulmonic positive pressure 
must not be too much to overcome the intra-oral negative pressure, or no 
ingressive airflow will result. In carefully produced voiced implosives, 
Catford (1977) suggests that positive pulmonic pressure is not needed, but 
that the lowering larynx simply moves over a static mass of lung air. 
Laver (1994), however, feels that implosives used in natural, pulmonic 
egressive, speech may well need varying amounts of pulmonic activity to 

Figure 2.4 Pressure changes involved with voiced implosives 
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be produced. As with ejectives, voiced implosives are normally found 
surrounded by speech sounds made with the pulmonic egressive airstream; 
though one can produce short syllables implosively. 

It is worth pointing out that certain sounds made with a pulmonic egres-
sive airstream (voiced plosives; see Chapters 3 and 4) require a slight, grad-
ual lowering of the larynx during production to retain the pressure 
differentials between the sub- and supra-glottal parts of the vocal tract. 
Voiced implosives differ from these pulmonic egressive sounds mainly in 
the timing, speed and amount of larynx lowering. 

Velaric airstreams 

A velaric airstream is initiated within the oral cavity, through actions of the 
tongue. To produce a velaric ingressive airstream, the back of the tongue 
makes a firm contact with the soft palate (or velum; hence velaric). Another 
part of the tongue is also used to make an articulatory contact (for 
example, the tongue tip against the alveolar ridge). This means that a small 
pocket of air is trapped between the back and front of the tongue. The air 
pressure in this pocket can be rarefied by expanding the size of this pocket. 
This can be done by lowering the centre of the tongue, or pulling the 
tongue tip back along the roof of the mouth, or combinations of these 
actions. On release of the articulatory dosure (usually just before the velic 
dosure) , air flows into the mouth to equalize the pressure differences (see 
Figure 2.5). 

As noted above, dick sounds are normally made with two tongue con-
tacts. However, one type is produced with an articulatory dosure between 
the two lips. Here, the pocket of air is dearly larger, as it stretches from the 
velum to the lips. It is still possible to rarefy the pressure in this pocket by 
lowering the tongue body from amid, neutral position. 

Finally, we should note that dicks involve an even smaller amount of air-
flow than do ejectives and implosives, and so only single dicks can be pro-
duced at any one time, embedded in an otherwise pulmonic egressive 
stream of speech. Clicks can be modified in many ways, however, and we 
discuss these in later chapters. 

Velaric egressive sounds are possible to produce (through making the air 
pocket smaller rather than larger), but these sounds (termed 'reverse 
dicks') are not found in naturallanguage. 

Other airstream mechanisms 

Other mechanisms can be used to produce an airflow for speech, though 
none of these are used normally for natural language. Oesophageal and 
tracheo-oesophageal speech can be learned by speakers whose larynxes 
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Figure 2.5 Pressure 
ehanges involved with 
dieb 

lips 

velum 

have been removed (e.g. because oE cancer oE the larynx), whilst various 
other oral mechanisms (using the cheeks or tongue) have been used to pro-
duce non-linguistic or pathological speech sounds. 

Oesophageal speech involves the use oE a moving column oE air from the 
oesophagus, which causes a vibration at the sphincteric pharyngo-
oesophageal junction (acting as a pseudo-glottis). The resultant air stream 
is then modified by the supraglottal articulators and resonators in the nor-
mal way. Lung air is not available Eor speech, as Eollowing the removal oE the 

tongue
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larynx, the trachea now ends in a stoma in the throat. A variety oE air-
intake techniques are used by oesophageal speakers, but voice quality in 
oesophageal speech will clearly differ from that in pulmonic speech; one 
major difference lies in the amount oE air available. With oesophageal 
speech the air reservoir is in Eact the upper portion oE the oesophagus, hold-
ing about 15 ml oE air Eor each air-charge, approximately 100 times less 
than that used in normal speech. Apart from the shorter breath units, the 
use oE the pseudo-glottis at the pharyngo-oesophageal junction instead oE 
the normal glottis results in a voice quality normally deemed unnatural. 

In tracheo-oesophageal speech the surgery leaves a slightly different 
result than that noted above Eor oesophageal speakers. Here, while the tra-
chea still terminates with a stoma in the throat, a puncture is made between 
the trachea and the oesophagus just at the level oE the tracheal opening. 
The intention is that lung air can still be used Eor speech by redirecting 
exhaled air from the trachea, through the tracheo-oesophageal puncture 
and into the oesophagus, from whence it will flow into the pharynx and 
upper vocal tract. To produce a more natural type oE voice, artificial valves 
oE different types may be fitted into the puncture, but the vibration Eor 
voice still occurs at the pharyngo-oesophageal junction. Although it is pos-
sible to use normal pulmonic egressive airflow with this voice type, thus 
increasing the length oE the breath units, the voice quality is still markedly 
different from that oE normal speech, but is generally deemed more accept-
able than that oE simple oesophageal speech. 

On a lighter note, certain extralinguistic sounds may be made on 
airstreams produced within the oral cavity (other than the velaric). These 
require a glottal closure to create a resonating chamber within the mouth, 
and then pressure from the cheeks can push the air within the oral cavity 
outwards. This 'buccal egressive' airstream is used in certain varieties oE 
the sound normally reEerred to as a 'raspberry'. Alternatively, the lips or 
teeth may be struck together percussively thereby causing a slight pressure 
change and then airflow. Another type oE percussive involves the striking oE 
the underside oE the tongue blade against the lower alveolus (the floor oE 
the mouth). With a closed glottis this also produces what we can call a 
'resonating percussive'. These percussives can be Eound in pathological 
speech, and involve what we will term as 'bilabial-oral', 'bidental-oral' and 
'sublaminal-oral' airstream mechanisms. 

Phonation 

As noted earlier, most speech in natural language involves a pulmonic 
egressive airstream. This air flows upwards from the lungs, through the lar-
ynx and then into the pharynx, oral and/or nasal cavities. 'Phonation' is the 
term we use to describe the range oE modifications to this airflow as it 
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Table 2.4 Basic phonation types 

Voiceless Voiced Whisper GloHal closure 

Breath Nil-phonation Modal voice Creak FalseHo 

'{, Q,J, h s, p V, Z, b,o C, 9 F 7 

passes through the glottis within the larynx. As we described in Chapter 1, 
the glottis is the space between the vocal folds, and the folds themselves can 
be pulled together, kept apart, and subject to varying degress of tension. 
These points will all be important when we consider different phonation 
types. 

When describing phonation, phoneticians have often set up two cate-
gories: four or five basic phonation types, and a number of combinations 
of these types. However, as Laver (1994) points out, the basic types them-
selves may best be thought of as falling into three classes. Table 2.4 shows 
a possible classification of these basic phonation types, with phonetic sym-
bols used to transcribe them.

1 
In most cases, there is a capitalletter sym-

bol, which is used with braces to indicate that a whole stretch of speech is 
uttered with a particular phonation type (or where the relevant sounds in 
that stretch are so uttered), and in so me cases there are individual segment 
symbols. These segment symbols may represent sounds that are inherently 
voiced or voiceless, or - when used with an added diacritic - sounds that 
are uttered with creak, whisper etc. For glottal closure, the segmental sym-
bol (for a glottal stop) only is used. 

Voicelessness 

With voicelessness the glottis is open, resulting from abduction of the vocal 
folds (see Figure 2.6). The glottis is open at between 60% and 95% of its 
maximal opening, and the pulmonic egressive air flows relatively freely 
through the larynx. If the flow of air has a low volume-velocity (Catford 
(1977) suggests below approximately 200-300 celsec for an adult male) 
then the air flow is laminar (i.e. smooth). This kind of airflow is termed nil�

phonation. Nil-phonation is used for many voiceless speech sounds, such 
as [f, S, fJ in the English words 'feet, seat, sheet'. 

On the other hand, if the volume-velocity is above the 300 celsec then 
turbulence will occur as the air flows through the glottis. This is termed 

1 Phonetic symbols are gradually introduced in this and the following chapters. The 
current International Phonetic Alphabet chart is reproduced in Appendix 1. See IPA (1989, 
1993, 1995, 1999) for descriptions of the current version of the alphabet. 

F W, A.
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glottal stop voiceless 

voiced creak 

whisper murmur 

breath, and is found in the sound [hJ and, in those languages that use them, 

in voiceless vowel sounds. 

Normally, phoneticians do not need to distinguish between these two 

varieties of an overall voiceless category, as they are not used contrastively 

in naturallanguage. We will in future, therefore, only refer to voicelessness 

when discussing the phonatory aspects of sound segments. As we describe 

Figure 2.6 
States of the 
glottis 
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in Chapters 4 and 5, not all sound types occur equally commonly with 
voicelessness. Consonants termed 'obstruents' are commonly found voice-
less; in English we have the following voiceless obstruents: [p, t, k, tf, f, 8, 
s, f, h]. ([tf] is the sound of 'eh' in 'chin'; [8] the sound of 'th' in 'thin'; [f] 
the sound of 'sh' in 'shin'). 

As can be seen from the above, voicelessness is normally an inherent part 
of a particular symbol in the case of obstruents. However, with the other 
type of consonant (sonorant) and with vowels, voicelessness is rare, and so 
specific voiceless phonetic symbols do not exist. To show these sounds, a 
special diacritic (or mark) is added beneath or above the symbol (the choice 
depends on the symbol shape) to denote that the sound is, in fact, said 
without voice. Examples indude [rp, l},!, ~,iJ. ( [~] is the voiceless 'r' sound 
found in English 'prim'.) Finally, the y symbol can be used to mark an 
entire stretch of speech where the speaker is only using voiceless sounds 
(perhaps due to a voice disorder) , rather than adding the voiceless diacritic 
to each voiced symbol in turn. 

Voice 

Voiced phonation is produced through the vibration of the vocal folds. The 
vibratory cydes of the vocal folds are repeated on average about 120 times 
per second in an adult male speaker, and about 220 times per second for an 
adult female (these frequencies are expressed as 120 Hz and 220 Hz, where 
Hz stands for Hertz or cydes per second). However, these frequencies may 
be increased or decreased by speakers when they raise and lower the pitch 
of their voices (see Chapter 6). Voiced phonation, then, involves a pulsing 
action that expels short puffs of air very rapidly, and this action creates a 
humming noise at the larynx that adds to the perceptual salience of voiced 
sounds. If you compare a voiced to a voiceless sound (for example, a sus-
tained [z] as compared to [s]), you can feel the vibration of the vocal folds 
within the larynx used with [z] if you hold your fingers against your 
Adam's apple. 

The vibration of the vocal folds are produced with the co-operation of 
both muscular and aerodynamic forces, with the balance of these forces 
alte ring subtly during the vibratory cyde. If we consider how one such 
cyde might operate, we can illustrate the interplay of what have been 
termed the aerodynamic-myoelastic forces. We will commence with a 
dosed (or nearly dosed) glottis, with contact between the edges of the two 
vocal folds. The vocal folds are brought together through the action of the 
adductor musdes of the larynx which control the position of the arytenoid 
cartilages. This adduction of the folds will form a barrier to the pulmonic 
egressive airflow that is being pumped upwards from the lungs. This bar-
rier will result in a build-up of air pressure in the sub-glottal area, and 
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eventually the aerodynamic force of this pressure will overcome the mus-

cular force holding the vocal folds together. Eventually, therefore, the folds 

are pushed apart through the action of air pressure, and an amount of air 

will flow rapidly through the parted folds. According to Catford (1977), the 

speed of this jet of air is between 2000 and 5000 cm per second, and this is 

partly due to the sub-glottal pressure, and partly due to an aerodynamic 

effect (the Venturi effect) which ace eIer at es any gas forced through a 

narrow constriction. Another aerodynamic effect (the Bernoulli effect) is 

responsible for apressure drop in the area of the glottal constriction 

resulting in the sucking together of the vocal folds. This is combined 

with the elastic tension of the laryngeal musdes, and together these two 

forces are enough to overcome the falling sub-glottal pressure and so re-

establish glottal dosure. Then, of course, the cyde recommences. Figure 

2.6 (p.31) shows the glottal shape for voice; Figure 2.7 illustrates the voicing 

cyde. 

Figure 2.7 The voieing eyde 
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All languages have both voiceless and voiced sounds contrasting in 
their phonological systems (which is why we have dealt with these two 
types first). In English, for example, all vowels are voiced, as are the 
following consonants: [b, d, 9, d3, ffi, n, 1), v, Ö, Z, 3, 1, 1, W, jJ 
([d3J is the 'j' sound in 'jarn', [I)J is the 'ng' sound in 'sing', [öJ is the 
'th' sound in 'then', [3J is the 's' sound in 'treasure', [lJ is the 'r' sound 
in 'red', and [jJ is the 'y' sound in 'yellow'). English, therefore, has more 
voiced than voiceless sounds, and analyses of sample spoken texts of Eng-
lish reveal that voiced sounds are in general three times more common than 
voiceless ones. Similar ratios are found in many European languages, but it 
should be noted that other languages may have ratios that are more bal-
anced, or even show voiceless sounds as occurring more often than voiced 
in sample texts. 

As we have just illustrated, voiced sounds normally are denoted by ded-
icated symbols in phonetic transcription without the need to add diacrit-
ics. Modal (or normal) voice can be indicated for a stretch of speech by 
the simple use of V, perhaps to distinguish it from stretches of speech 
where the speaker uses another phonation type (such as creak). In such 
instances, of course, voiceless symbols would still stand for voiceless 
sounds. The diacritic for voice is sometimes needed (for example, to illus-
trate a combined phonation type such as diplophonia described later in 
this chapter). This diacritic resembles a small 'v' beneath the symbol: [§J 
(in this case denoting asound with the force of an 's', but with added 
voicing). 

Creak and Falsetto 

Creak, which is also termed 'glottal fry' or 'vocal fry' (especially in 
the American literature) is similar to modal voice that we have just 
looked at, in that it consists of pulses of air passing through the glot-
tis, but differs primarily in the frequency of these pulses. Creak has 
low sub-glottal pressure and low volume velocity airflow; and the fre-
quency of vocal fold vibration can be in the region of 30-50 Hz. 
There is so me debate as to vocal fold behaviour during the production 
of creak; for example, Catford (1977) suggests that this takes place at the 
anterior end of the vocal folds, with air being emitted through a small 
gap in the folds. Others, as noted in Laver (1994), feel that a full glottal 
location is used at least by some speakers. Figure 2.6 illustrates the glottal 
position for creak. 

Creak (and creaky voice) are often used by English speakers extra-
linguistically (replacing modal voice), where it can be used to suggest bore-
dom, or authority. In other languages creak has a contrastive function (e.g. 
in Hausa, a language of Nigeria), or occurs with low tones in tone 
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languages (see Chapter 6). Creak can be transcribed phonetically by adding 
a subscript tilde to individual sounds (e.g. [gJ), or by using capital C to 
mark that an entire stretch of speech is said using creak rather than modal 
voice (such usage assurnes that voiceless sounds are unaffected). 

Falsetto also is a phonation type with pulsed emission of air. With this 
phonation type the vocalis musele is relaxed and the thyroarytenoid musele 
contracts to leave the edge of the vocal folds (the vocal margin) thin. The 
glottis is kept slightly open and sub-glottal pressure is somewhat lower than 
in modal voice. The resultant phonation is characterized by very high fre-
quency vocal fold vibration (between 275 Hz and 634 Hz for an adult 
male). Falsetto is not used linguistically in any known language, but has 
variety of extra-linguistic functions dependant on the culture concerned. 
Falsetto is transcribed by marking the relevant stretch of speech with capi-
tal F - again we assurne that falsetto only applies to sounds that would 
ordinarily be voiced. 

Whisper 

Whisper requires a glottis that is narrowed to about 25% of its maximal 
opening, and this needs the vocal folds to be eloser together than for voice-
lessness. It seems that normally for whisper the anterior portion of the 
folds are elose together while a triangular-shaped opening is made at the 
posterior end (see Figure 2.6); an alternative full glottal form of whisper is 
possible but probably not as common. 

With whisper, airflow is strongly turbulent, producing the characteristic 
hushing quality. This phonation type is used contrastively in some lan-
guages, but we are more used to thinking of whisper as an extra-linguistic 
device to disguise the voice, or at the least to reduce its volume. When whis-
per phonation is used in this way, speakers transfer voiced sounds to whis-
per, but maintain voiceless sounds as voiceless (to avoid the loss of contrast 
between the two groups). Whisper is transcribed by adding a single sub-
script dot beneath the relevant symbol (as [<;t]), or by attaching a capital W 
to a stretch of speech. 

Glottal closure 

Although not technically a phonation type, this state of the glottis can be 
noted here. If the vocal folds are brought together we have 'glottal elosure'. 
By holding them together with enough muscular action to overcome the 
sub-glottal pressure, the result is agiottal stop. A glottal stop is usually 
treated as an individual segment, and like other stops (see Chapter 3) 
may last for approximately 50-60 ms before it is released, and the pressur-
ized sub-glottal air released. Further, glottal stops may be used in so me 
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languages (e.g. Arabic) as an individual sound, with a letter assigned to it 
in the relevant alphabet. In other languages (e.g. English) it is not usually 
recognized as being part of the sound system, even though it may often 
occur prosodically (e.g. in English as a hiatus blocker or pause marker), or 
segmentally (e.g. in English as a realization of Itl post-vocalically). Glottal 
stops are transcribed with the symbol [?]. 

Combinatory phonation types 

As we can see in Table 2.5, various combinations of these basic phonation 
types are possible, and we will describe briefly the most important of these. 
Breathy voice (yh) has a glottal opening wider than for 'whisper' but nar-
rower than for 'voicelessness'. The vocal folds vibrate in the high volume-
velocity airflow through this gap, but as the air is soon exhausted because 
of the high rate of flow, this phonation type cannot be maintained for long. 
'Slack voice' is a term that has been applied to this phonation type. Unfor-
tunately, 'breathy voice' has also been applied to a phonation type we term 
whispery voice (y, g) (or 'murmur'). Here, we have relaxed yet vibrating 
vocal folds combined with whisper through a gap at the posterior portion 
of the folds. This type of phonation is used linguistically in languages such 
as Hindi, Shona and Zulu to contrast with modal voice. This terminologi-
cal mix-up between breathy \Oice and whispery voice also means that tran-
scriptions can be ambiguous. Here, we follow Laver (1994) and use 
subscript double dot to represent whispery voice/murmur, as this is used 
frequently by phoneticians dealing with those languages which use this 
phonation contrastively. An alternative symbol is Y with a subscript single 

Table 2.5 Combined phonation types 

Breath 

Yoice 

Creak 

Falsetto 

Whisper 

Whispery 
creaky 

Breath Yoice 

y h 

wy 

Creak Fa I setto Whisper 

Y Yg 

F C 

F 

WF 
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dot (y); although this is a logical combination, it cannot be used on indi-
vidual symbols. 

Creaky voice (y) has proved difficult to define, but may well consist of 
creak phonation at the anterior part of the vocal folds, with voice at the pos-
terior. Alternatively, what we hear as a combination of creak and voice may 
simply be due to slight variations in creak vibration from cyde to cyde. Lan-
guages that have creak phonologically, never contrast it with creaky voice, so 
many phoneticians tend to treat the two as basically the same. 'Stiff voice' 
has been applied to a phonation type that involves a slight degree of 'creaky 
voice' (or 'laryngealization'). Whispery creak (c;:) is similar to murrnur, with 
a lower frequency vibration of the vocal folds. Creak and whisper mayaiso 
be combined separately with falsetto (P, ~) - these combinations being sim-
ilar to creaky voice and whispery voice except for the special setting of the 
vocal folds; and the whispery creak combination itself mayaiso co-occur 
with voice (WY) and with falsetto (WP). None of these types is known used 
linguistically. 

Location and larynx setting 

We have noted that certain phonation types occur with the entire vocal 
folds, the anterior portion or the posterior (or cartilagenous) portion. If 
necessary, the International Phonetic Alphabet (IPA) diacritics for advanced 
and retracted can be added to the phonation symbol to make these differ-
ences dear: e.g. W for posterior whisper, y for anterior modal voice (so me-
times termed 'tense' voice or 'pressed phonation'). 

However, there is another location we have not yet referred to: the false 
vocal folds, or ventricular bands (see Chapter 1). These are situated above 
the vocal folds, and can be used by themselves to produce voice (and indeed 
a variety of phonation types as noted in Catford, 1977), or can be used 
simultaneously with the vocal folds (diplophonia, or 'double voice'). Ven-
tricular phonation has a harsh quality, and the VoQS symbol system 
denotes harsh voice produced from the vocal folds with V!, and ventricular 
phonation as V!!. Diplophonia is transcribed with y!!. These phonation 
types are not used linguistically, but are found paralinguistically in certain 
types of jazz singing ('scat singing') and, for example, in the chanting of 
Tibetan monks. 

Finally, we should note that larynx setting also affects voice quality. The 
extrinsic laryngeal musdes can be used to raise or lower the larynx slightly 
from its normal setting. With a lowered larynx we have a slightly increased 
length of the supraglottal vocal tract, resulting in a lower pitch to the voice. 
Conversely, a slightly raised larynx will result in a higher pitched voice. The 
pitch changes required for intonation are normally regulated through 
increasing or decreasing vocal fold vibration rates, therefore raised and 
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Table 2.6 Phonation types used segmentally 

Creaky voice 

Stiff voice 

Slack voice 

Murmur 

Whisper 

Plosives Nasals Approximants Vow els 

Fula [o Qa:nike] Jalapa Mazatec Montana Salish Jalapa Mazatec 
'he slept' [rlJe] 'dies, kills' (Jh3ts] 'red raspberry' 'he wears' 
Korean [p*ul] Mpi [s*iJ] 
'horn' 'seven' 
Javanese 
'standard' 
Hindi H{'al] Hindi Sindhi L! Guierati 
'forehead' 'potter' 'fat' 'outside' 

Malagasy 
[mas9]'eye' 

lowered larynx settings will be independent of intonation: they are part of 
a speaker's overall voice quality. Using IPA diacritics, lowered larynx is sym-
bolized by while raised is . 2 

Examples of phonation types in natural language 

In the following chapters we restrict most examples to voiced and voiceless 
segments, but we include here a short set of words from a variety of lan-
guages using other phonation types. These are shown in Table 2.6, and 
include a variety of consonant types and vowels. The description of these 
different types is given in Chapter 3. 

Further reading 

Airstream initiation is dealt with in detail in Kent ( 1997b), but most standard phonetics 
texts deal with this topic. Among those recommended are Catford ( 1977, 1988), Clark 
and Yallop ( 1995), Ladefoged ( 1993) and Laver (1994). Speech aerodynamics are 
described in detail in Shadle ( 1997), whereas Zajac and Yates ( 1997) look at instrumental 
analysis of speech aerodynamics. Phonation is also dealt with in the main texts noted 
above, and Hirose ( 1997) and Ni Chasaide and Gobi ( 1997) provide more detailed 
accounts of laryngeal physiology and the acoustics of voice production. Abberton and 
Fourcin ( 1997) describe instrumental approaches to the examination of phonation. 

2 
Although languages do use many of the phonation types listed above contrastively, in 

the following chapters we concentrate mainly on the voiced-voiceless distinction. Some 
examples are given in Table 2.6, but readers wishing to find more should refer to Laver 
(1994) and Ladefoged and Maddieson (1996). 



Initiation of speech 39 

Short questions 

1 What do you understand by the term initiation? 
2 What direction of airAow do we normally get with pressure initiation, and with rarefac-

tive initiation? 
3 What airslreams are used in naturallanguage? 
4 What are the names given to sounds made on the non-pulmonic airstreams? 

5 What are the main phonation types? Use glottal diagrams to iIIuslrate your answer. 
6 Name any four combined phonation types. Use glottal diagrams to iIIuslrate your answer. 
7 How is diplophonia produced? 
8 What is agiottal stop? 

Essay questions 

1 Describe how the four main airstreams used in naturallanguage are produced. Illustrate 
your answer with appropriate diagrams. 

2 What is phonation? Illustrate the production of the main phonation types of natural speech 
and their combinations. 



3 Speech articulation 

Introduction Prolongability 

Consonant and vowel Manner of articulation 

State of the velum Place of articulation 

Direction of airHow Three-term labels 

Force of articulation 

Introduction 

Once an airstream has been set in motion, speech can be 'articulated' 
through the movements and settings of the supraglottal vocal organs (for 
example, the tongue and the lips). These settings can create long term char-
acteristics of speech (such as voice quality), and these characteristics, 
together with aspects of speech controlled at the initiation and phonation 
stages of speech production, are termed suprasegmental aspects; we return 
to look at these in detail in Chapter 6. Shorter-term aspects of speech are 
usually termed speech segments, and it is these that are dealt with in this 
and the following two chapters. 

At this stage, we can consider speech segments to be the individual con-
sonants and vowels that go to make up syllables (and, of course, words). 
Later, in Chapter 7, we return to this topic, and will point out that 
speech segments do not, in fact, have strict boundaries and to so me 
extent merge one into another. For now, however, we adopt the usual 
phonetic practice of assuming that we can describe segments in a dis-
crete manner. To this end, we will continue introducing the symbols of 
the International Phonetic Alphabet (IPA) to illustrate specific sounds: 
these symbols are always placed within square brackets to show they 
represent sounds not spellings. The entire IPA Chart is included in 
Appendix 1, and the most recent version described in IPA (1989, 1993, 
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1995, 1999). We look in more detail at transcription into phonetic symbols 
in Chapter 8. 

It is difficult to offer a strict definition of segments simply because, as we 
have just noted, the features that go to make up segments (and which we 
are exploring in this chapter) do not all share the same boundaries. How-
ever, as Laver (1994) for example points out, we would normally expect the 
feature of degree of stricture (that is how elose together the articulators 
are) to remain the same throughout a segment, even if other features (such 
as voicing, or lip shape) stretch over shorter or Ion ger periods of time. We 
use the term segment in this book therefore to mean aperiod of time (any-
thing from 30 ms to 300 ms depending on the sound concerned) during 
which the degree of stricture is maintained. 

There are a number of ways we can group speech segments, and we dis-
cuss these here. We go on to illustrate the categories of speech sounds in 
some detail in the next chapters. The elassifications we examine here are: 
consonant and vowel; state of the velum; direction of airflow; force of 
articulation; prolongability; manner of articulation; place of articulation. 

Consonant and vowel 

These two terms can, unfortunately, be used with a variety of meanings and 
we must be elear how they are to be employed in this book. First, they are 
in everyday use to refer to orthography: that is, writing. So, people talk 
about our alphabet having five vowels and 21 consonants. This is in reality 
a complicated distinction in that it does not refer to anything inherent in 
the letters. By this we mean that just looking at the shapes of the letters 
called vowels there is nothing that distinguishes them from the shapes that 
are called consonants. (It is true that lower-case vowelletters lack descen-
ders or ascenders - parts of letters that go below the line, or above the main 
body of the letter - but there are consonant letters that are like this as weIl.) 
'Consonants' and 'vowels' in this meaning in reality should be understood 
something like 'letters that normally represent consonant sounds and let-
ters that normally represent vowel sounds'. Note the use of the word 'nor-
mally' here. Even among the 21 consonant letters we use to write English 
there is one ('y') that often stands for a vowel sound (compare 'yes' with 
'by'). We term this approach the orthographic usage. 

This mixing of writing and speech is one of the main problems with this 
usage. Because we have five vowelletters, for example, there is a perception 
that we have only five vowel sounds in English. This is far from the truth 
and, while the number varies from region to region in the English-speaking 
world, one can state that most accents of English have approximately 20 
contrastive vowel units (ineluding both monophthongs and diphthongs: 
single and double vowel sounds). 5imilarly, most accents of English have 
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approximately 24 contrastive consonant sounds, although we only have 21 
consonant letters. 

The distinction between consonant and vowelletters may well vary from 
language to language even though they may share the same Latin-based 
alphabet. For example, in Finnish 'y' is always thought of as a vowelletter, 
and in Welsh 'w' is also counted among the vowels. Writers of languages 
that use different writing systems may not even have the same concept of 
the vowel-consonant distinction as just described. Some writing systems 
(such as Arabic and Hebrew) are primarily consonant-based, and symbols 
for vowels may normally be omitted as the context will inform the reader 
which vowel is intended. Writing systems based on the syllable (e.g. J apan-
ese kana systems) will have a single symbol that combines a consonant 
sound with a vowel sound, and so the distinction between the two (in the 
orthographie usage) disappears. In this book we avoid the orthographie 
usage of the terms 'consonant' and 'vowel' because it mixes writing and 
sound, and is language-specific. 

A second usage that is sometimes encountered is based on how conso-
nants and vowels can be uttered. It is claimed that vowels can be spoken by 
themselves, whereas consonants have to be spoken with a vowel after them. 
We term this the utterance usage. It is, however, inaccurate, and so no more 
helpful than the first usage just described. Although it is true that certain 
sounds traditionally termed consonants do seem to need a short vowel after 
them (such as [p], [b], [tl, [d], and [k]), many others do not. Try, for 
example to say a long 's' sound without adding a vowel at the end. It should 
sound a bit like a hissing snake, and is quite easy to produce without a 
vowel. Similarly, a long 'm' sound will be like a humming noise and does 
not require a vowel. Some languages even have words that consist simply of 
a consonant sound: the sound [v] in Russian is apreposition meaning 'in' 
(written in the Cyrillic alphabet as B). 

The utterance usage also will be avoided in this book therefore. However, 
it is an advance in that it moves us away from writing and towards sound as 
adefinition of these terms. Our next two definitions are often found in the 
phonetics and phonology literature, and are best considered together. We 
will terms these the 'phonetic' and the 'phonological usage' , and they 
derive from attempts by speech scientists to define the terms strictly. One 
such definition looks at how speech sounds are produced. Some speech 
sounds are articulated with a relatively free flow of air through the mouth, 
in that the airflow remains smooth and does not become turbulent. Others 
are made with a narrowing in the oral cavity (produced by movement of the 
tongue towards the roof of the mouth, for example). In these cases, airflow 
is likely to become turbulent, or be blocked altogether for a while. In pho-
netic usage, the sounds with a free passage of air are termed 'vowels' and 
those with a blocked or turbulent airflow are called 'consonants'. 
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The phonological definition looks at how sounds work in syllables 
rather than how they are made. All syllables require a nucleus (or central 
portion) that is sonorant (referring to the sound's inherent loudness, and 
roughly meaning clearly perceptible), and optionally beginning and end 
portions that are less sonorous. Individual languages have different con-
straints as to whether these beginning and end portions ('onset' and 'coda') 
are option al and what precise sounds can go into these three positions. The 
nucleus position is occupied by vowels, and the onset and coda by conso-
nants under this usage system. 

These two approaches to defining consonants and vowels overlap in the 
majority of cases. However, there some instances where they do not. 
Sounds like [w J in 'went' and [jJ 1 in 'yes' are clearly consonants under the 
phonological usage (they can be onsets but not nuclei in syllables); however, 
they are produced with a relatively free passage of air and no turbulence 
and so would appear to be vowels under the phonetic usage. This is 
reflected in so me of the names these sounds are given in phonetics texts: 
semi-vowels (older usage, semi-consonants). The same problem is often 
claimed to occur with sounds like [lJ in 'light' and [lJ 2 in 'right', as they too 
have a relatively free passage of air. 

Finally, there are sounds that can be both peripheral to the syllable and 
central. [lJ for example is clearly a syllable onset in 'light' and a coda in 
'bell'. In 'bottle', however, it is the nucleus of the second syllable of this 
word in most accents of English (so me accents, such as South Wales, do 
allow a short vowel between the [tJ and the [lJ of the second syllable). This 
would mean that [lJ can be both a consonant and a vowel under the phono-
logical definition. 

To try to avoid the problems of these two competing definitions in 
speech science, some writers (e.g. Pike, 1943) have adopted the terms 
'contoid' and 'vocoid' to capture the phonetic distinction, and retained 
'consonant' and 'vowel' for the phonological one. (Though, note that in 
Laver (1994) the author uses contoid and vocoid with a slightly different 
meaning.) 

In this book we have decided not to use contoid and vocoid despite the 
mainly phonetic focus of the text. This is primarily because they only have 
limited currency in the phonetics literature. However, this does mean we 
have to be clear on our use of consonant and vowel. We will be grouping 
true consonants (i.e. in the contoid meaning), together with semi-vowels 
and other 'approximants' (see below for this term) that can be syllable 
onsets and codas, as 'consonants'. True consonants are often called 

1 [j] is the phonetic symbol for the consonant we normally write as 'y' in English. 
2 [1] is the phonetic symbol for the variety of 'r' found in the majority of accents of English. 
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Figure 3.1 
Consonants 

and vowels 

'obstruents', whereas 'sonorants' can be applied to other consonant types. 
'Vowels' will encompass only those sounds that can be syllable nuclei. 
Sounds like [lJ and [nJ that are normally considered to be consonants, will 
be termed 'syllabic consonants' in words such as 'bottle' and 'button', and 
can be thought of as being linked to both categories. The chart in Figure 
3.1 demonstrates how these sounds are divided (so me of the terms are 
defined later in this chapter). 

State of the velum 

In Chapter 1 we noted that the velum (or soft palate) was the flexible exten-
sion to the hard palate, and that it could be raised or lowered by muscle 
activity and thus separate the oral from the nasal cavity, or link the two 
together. In Chapter 2 we saw that the velum had apart to play in the ini-
tiation of the velaric ingressive airstream mechanism that is employed to 
produce click sounds. The velum is also important in terms of speech seg-
ments. Later in this chapter and in Chapters 4 and 5 we will see how it is 
used as a place of articulation for consonants, but before that we need to 
note a major distinction between different sound types that is controlled by 
the velum. 

As we have just noted, the velum can be raised or lowered. If the velum 
is raised then the airflow (in egressive sounds, which is what we will con-
centrate on here) will pass through the oral cavity only. Such sounds are 
termed 'oral' sounds, and the majority of both vowels and consonants in 
the world's languages are oral sounds. If the velum is lowered and, at the 
same time, the airflow through the oral cavity is blocked by, for example, 
closing the lips or pressing the body of the tongue up onto the hard palate 
then the the air will flow out through the nasal cavity alone. Such sounds 
are termed 'nasal' sounds (more precisely 'nasal stops', see below), and the 
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majority of the world's languages have a number of such nasal sounds (as, 
for example, [mJ and [nJ in English). 

However, a third possibility exists. The velum may be lowered and at the 
same time airflow through the mouth is not blocked. This means that the 
egressive air will flow out through the mouth and the no se together, giving 
a mixture of oral and nasal airflow. Such sounds are termed 'nasalized 
sounds'. Nasalized vowels are quite common in the languages of the world: 
French and Portugese, for example, have nasalized vowels as contrastive 
sounds. Even in English, vowels can be nasalized through part of their 
articulation when followed by or preceded by nasal stops, though in this 
case the resultant partially nasalized vowels do not constitute separate, 
contrastive, vowel sounds. Nasalized vowels are written in IPA as, for 
example, [e, Ci, 3, ceJ, where the 'tilde' over the symbol denotes nasal 
airflow. 

It is not only vowels that can be nasalized, however. Any consonant that 
does not involve a complete blockage in the oral cavity can be pronounced 
with added nasal airflow. This means that we can have nasalized [sl, or [l], 
or [wJ and so on. We may well find that such consonants, when followed by 
a nasal consonant, become nasalized through all or part of their articula-
tion. An example from English is the nasalization that is commonly found 
in the [lJ in the word 'eirn'. It is comparatively rare to find nasalized con-
sonants as contrastive sounds in languages, but they are reasonably fre-
quent as positional variants. 

Can sounds such as [pl, [bl, [tJ and [kl, which involve a complete 
blockage in the oral cavity be nasalized? As noted above, if there is a com-
plete blockage in the oral cavity, and the velum is fully lowered, then we 
get nasal sounds such as [mJ and [nJ. This is because, as we describe in 
more detail below, [PJ, [bl, [tl, [kJ and so on require a build-up of air 
pressure in the mouth before the blockage in the oral cavity is removed. If 
the velum is fully lowered, that build-up of air pressure is impossible, as 
the air escapes through the nasal cavity. However, it is possible to produce 
[pJ and [5J etc. with the velum lowered slightly so that a certain amount 
of air pressure can still build up in the mouth. Such slightly nasalized 
sounds can often be found in speakers with an inability (for a variety of 
reasons) to raise the velum completely. Figure 3.2 illustrates the different 
states of the velum. 

Direction of airflow 

As we noted in the previous chapter, airflow initiated in the lungs is the 
most common airstream for speech. This airflow is, of course, egressive, 
and flows upwards through the larynx and then through the oral cavity 
(and/or the nasal cavity). For air flowing out of the oral cavity there is a 
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Figure 3.2 
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further parameter we can consider: that is whether the air moves centrally 
out of the mouth, or is directed by the tongue laterally (i.e. sideways). 

The majority of the sounds we make are central. So, for English, all vow-
eIs, the obstruent consonants and most of the sonorant consonants are pro-
nounced with central flow of the air. One sonorant consonant (the 
approximant [lJ) has lateral airflow. If you try pronouncing [1], and making 
the [lJ sound continue as long as possible, you should be able to feel that 
the tip of YOUf tongue remains on the roof of YOUf mouth just behind the 
upper teeth. This means that the airflow cannot escape centrally, as YOUf 

tongue tip is blocking it. Instead, it goes down one side or the other (for 
some speakers down both sides at once), and so escapes laterally. See 
whether you can discover which side of the tongue air is escaping when you 
pronounce [lJ: the terms 'dexter lateral' and 'sinister lateral' are sometime 
encountered to classify right and left lateral air escape respectively. 

Not only approximants can be found with lateral air escape. One type 
of obstruent consonant, the fricative (see below) can also be pronounced in 
this way. Lateral fricatives are not found in English but are, for example in 
Welsh and in Zulu. We will return to these in more detail in the next 
chapter. It is also possible for obstruents of the stop variety (e.g. [tJ and 
[dJ) to have the build-up of air released from the mouth laterally rather 
than centrally. Because it is only the release of air that is lateral, these 
sounds are usually considered to be combinations of a central stop sound 
and a lateral approximant sound. We will consider these further as well in 
the next chapter. 

Force of articulation 

Traditionally, phoneticians have divided consonants between the stronger 
or fortis types, and the weaker or lenis ones. Voiceless sounds are generally 
fortis, and voiced are lenis. But what are the phonetic characteristics that 
distinguish fortis from lenis sounds? A tradition al account would claim 
that fortis sounds have a greater muscular tension throughout the vocal 
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tract than lenis. This has proved difficult to measure objectively, so so me 
authorities are wary of using the distinction. However, one result of greater 
muscular effort should be that fortis sounds should have a Ion ger duration 
than lenis ones (as more air is being pushed out of the lungs). This does 
see m to be borne out, not only for stops, but also for fricatives. We will 
therefore use the terms fortis and lenis as well as voiced and voiceless in this 
book. 

Similar distinctions have been claimed to occur for vowels, where the 
terms tense and lax are often found. Here, tense vowels are claimed to be 
articulated with greater muscular effort and consequently to be longer in 
duration and nearer the periphery of the vowel area (see Chapter 5). Lax 
vowels, on the other hand, are shorter in duration and more likely to be 
centralized. Although this distinction may be a helpful generalization, 
there are of course many vowels in naturallanguage that fall between these 
two extremes. 

Prolongability 
Sounds mayaiso be classified in terms of whether they are prolongable or 
not. Most sounds (including all vowels) can be prolonged by the speaker as 
long as she or he has breath. Of course, in naturallanguage, the duration 
of a prolongable sound depends on the environment of the sound, and 
whether the language makes contrastive use of length differences. In Eng-
lish, for example, some vowels (such as [i] in 'seat') are always Ion ger than 
others (e.g. [I] in 'sit'), though the contrast in length here is only part of 
how these two vowels differ: the tongue position is somewhat different as 
weIl. 

In English also, the [i] in 'seat' is shorter than the [i] in 'seed'. In this 
instance, this is purely a position al variant determined by the consonant 
that follows the vowel: [tl is always preceded by a slightly shorter vowel 
than is [d]. 

There are also sounds that are not prolongable. Some of these are 
obstruent type consonants and so me are sonorant type consonants, and 
these will be described in some detail in the following section. The 'tap' 
obstruent consonant type (as found in so me old-fashioned British English 
pronunciation of 'r' in a word like 'Harry', or American English pronunci-
ation of 't' in 'better') , cannot be prolonged, as it requires a very swift con-
tact between the tip of the tongue and the roof of the mouth. If it is held 
more than a few milliseconds at this position the sound would change, and 
be heard as a [d]. The semi-vowel approximant type of sonorant consonant 
(e.g. [w] and [j]), if pronounced for more than a very brief period will 
sound like a vowel (for example [w] will sound like [u] in 'blue'). This is 
because the articulators are in the position for the relevant vowel, and the 
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semi-vowel itself is a rapid movement from this vowel position to the posi-
tion of the following sound. 

Manner of articulation 

Having considered the path of the airflow through the oral and/or nasal 
cavities, whether the air escapes centrally or laterally, and whether sounds 
can be prolongable, we need now to examine how the individual sounds are 
made. In the production of individual sounds we are often interested in the 
articulators that are used. Normally, any sound can be thought of as being 
produced by the coming together of two articulators: one is often passive 
(e.g. the roof of the mouth) while the other is active (e.g. the tip of the 
tongue). In some instances both articulators may be active (e.g. the two 
lips). We are also interested in how elose together the articulators come, 
and this is termed the degree of stricture. 

Two parameters can be employed to look at how sounds are articulated: 
the sound type (manner of articulation), and the sound position (place of 
articulation). We will examine manner of articulation in this section. 
Unless otherwise stated, a pulmonic egressive airflow is assumed in the fol-
lowing descriptions. Also, sound types should be assumed prolongable, 
unless it is noted that they are momentary. Figure 3.3 illustrates different 
manners of articulation: both prolongable and momentary. 

Categories of manner of articulation are based on the size of the air pas-
sage during the production of the sound. Looked at in another way, this 
corresponds to the degree of stricture between the articulators concerned. 
When the articulators are brought elose together so that they make firm 
contact and the airflow in the oral cavity is completely blocked, the resul-
tant manner of articulation is termed a stop (because the flow of air is 
stopped). This manner of articulation is often considered to be the 
strongest on a hierarchy of sound types. Clearly, if we go back to our dis-
cussion on consonants and vowels, this type of sound must be a consonant 
(as there is no relatively free passage of air, and these sounds are always 
peripheral in syllabies) , and the oral stops fall into our subcategory of 
obstruents, or true consonants. 

Stops are divided into two types: oral stops, or plosives, and nasal stops 
or nasals. Plosives are formed by creating a complete elosure somewhere in 
the upper vocal tract, for example by making a firm contact between the tip 
and blade of the tongue and the alveolar ridge. This stoppage of the airflow 
seems short to us (approximately 40-150 ms), but it still results in a build-up 
of air pressure behind the elosure so that, when the articulators part (e.g. 
when the tongue tip and blade are lowered from the alveolar ridge) the air 
bursts out with a characteristic popping sound which is why the term 'plo-
sive' is used. Plosives are prolongable in that the stage of their production 
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Figure 3.3 Manners of 

articulation: prolongable 

and momentary 

where the articulators are together may be prolonged, though clearly not 
the stage where the air is released (though see also 'affricates' below). Plo-
sives are found in all known languages, and while more commonly occur-
ring voiceless, voiced plosives are not unusual. In English we have six 
plosives: [p, b, t, d, k, 93J. We examine plosives in more detail in Chapter 4. 

Nasal stops have a complete closure in the oral cavity, but (as noted 
above) air is allowed to escape freely through the nasal cavity because the 
velum is lowered. This means that no build-up of air pressure occurs, and 
so these sounds do not have plosion. In fact, while there is stoppage in the 
oral cavity there is a relatively free passage of air through the nasal cavity. 
Because of this, these sounds are normally classed as part of the sono-
rant group of consonants and, indeed, they may well take on the role of 
syllabic consonants in some languages (e.g. the [nJ in 'button'). As with most 

3 The symbol [g] always stands for a plosive as in 'get', never for the sound in 'gin'. 

trill flap
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sonorants, nasal sounds can be prolonged for as long as the speaker has 
sufficient air. English has three nasals: [m, n, IJ 4J. The nasal release of oral 
stops is looked at in the next chapter, and we return to nasals in Chapter 5. 

The next strongest manner of articulation is the fricative. Fricatives are 
pronounced with the articulators elose together, but not so elose as to 
block the airflow completely. There has to be a small channelleft open for 
the air to flow along (the precise size and shape of this channel differs from 
sound to sound, and we look at this in more detail in Chapter 4). Because 
the air is being forced through this small space, it becomes turbulent (this 
is what happens when any gas is forced along a narrow channel), and we 
hear this turbulence as the rough sound quality associated with fricatives. 
Phoneticians terms this quality 'friction' or 'frication'. Because these 
sounds lack a relatively free passage of air, and because they normally are 
only peripheral to the syllable, we elassify them as part of the obstruent 
group of consonants. They are prolongable, again for as long as the 
speaker has air. In English we have six pairs of fricatives, both voiceless and 
voiced: [f, v, 8, Ö, s, z, f, 35J. Added to this, we have the sound [hJ, which 
many phoneticians regard as a fricative, with the stricture being between 
the two vocal folds. Some writers, however, prefer to elassify this sound as 
a 'voiceless approximant'. 

A combination of the oral stop manner and the fricative manner is 
found in the category of affricate. We return to these in more detail in the 
following chapter, but we can note here that affricates are formed like oral 
stops with a complete elosure somewhere in the oral cavity. However, 
instead of a quick release stage as in plosives, the articulators part only 
very slightly to leave a narrow channel. The air flowing out from the 
released elosure is therefore forced along a narrow channel and so becomes 
turbulent. The release of the affricate, therefore, sounds like a fricative. As 
these sounds have a dual nature (starting like a plosive and finishing like a 
fricative), writers have disagreed as to whether they should be treated as 
single sounds or as combinations. We will return to that point later, but for 
now we can note that English has two contrastive affricates (one voiceless 
and one voiced): rtf, d3], as found in the first and last sounds of 'church' 
and 'judge' respectively. Affricates are elassed here as obstruents, and are 
prolongable both in the elosed stage of the stop part, and in the release 
stage of the fricative part. 

The next strongest manner of articulation is the approximant (the term 
'frictionless continuant' is often encountered in older accounts). With these 
consonants there is a much wider passage of air so that the airflow for 

4 The symbol [1]] stands for the 'ng' sound as in English 'sing'. 
5 [8, 0] stand for the two 'th' sounds in 'thin' and 'then' respectively; [f, 3] stand for 'sh' 
in 'shop' and 's' in 'treasure' respectively. 
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voiced approximants remains laminar (smooth), and does not become tur-
bulent. Voiceless approximants are rare in the languages of the world, but 
when they do occur the airflow is usually somewhat turbulent. Because of 
this, it is not always clear whether such sounds should be classed as voice-
less approximants or voiceless fricatives. 

Approximants can be central (e.g. [1], the most common variety of 'r' 
in English), or lateral (e.g. [1]). These two sounds are also pro Ion gable 
approximants, but as noted above the semi-vowel approximants (such as 
[wl and [jl) are momentary. These four sounds are the only approxi-
mants found in English, but many languages have a variety of lateral 
approximants, for example. In phonological descriptions, the terms 
'liquid' (for prolongable approximants) and 'glide' (for semi-vowels) may 
be encountered. 

The weakest manner of articulation is termed resonant, or vowel. 
Strictly speaking, these two labels do not mean quite the same, as so me of 
the vowels we pronounce high in the oral cavity (such as [il in 'bee', and [ul 
in 'boo') are often classed as being in the approximant category, because if 
they are pronounced without voice the airflow becomes slightly turbulent. 
The definition of resonant is that both voiced and voiceless airflow is lam-
inar. However, as vowel sounds hardly ever occur other than voiced in nat-
urallanguage, the distinction between these high vowels and other vowels 
is somewhat academic. Therefore, rat her than divide the vowel category 
between approximants and resonants, we will ignore the distinction, and 
stick to the term 'vowel'. 

Vowels will also be dealt with in more detail in Chapter 5, but we need 
just to note one major division here: the difference between 'monoph-
thongs' and 'diphthongs'. Monophthongs (or 'pure vowels') maintain the 
same articulator positions throughout the sound, and so the sound quality 
which we perceive is steady (for example, like the long [al sound in the 
word 'spa' in most accents of English). On the other hand, diphthongs are 
vowels where the tongue position moves during the production of the 
vowel, so that we perceive two different qualities of sound (in reality, as the 
tongue may move quite a way, we may hear a slide from one sound quality 
to another). An example of this would be the vowel in the word 'toy', where 
the tongue changes from a lowish back position to a highish front position, 
and the shape of the lips also changes from a rounded to an unrounded 
shape. In this book, we use the term diphthong only to refer to such vowel 
changes which take place within a single syllable (this is the normal usage 
in phonetics). A word which has two neighbouring vowels in two different 
syllables (e.g. the word 'naive') would not be classified as containing a diph-
thong. Please note, diphthong refers only to sound; we are not referring 
here to spellings using two vowel letters (e.g. 'tea') or two letters joined 
together (e.g. '<Euvre'). 
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Finally, we can consider two manners of articulation that are related to 
the stop category we examined earlier. The trill (or 'roll') type of consonant 
involves the rapid repetition of one articulator striking another (or both 
articulators striking each other in the case of the two lips). For example, if 
we imagine the first part of the production of the plosive [d] - the placing 
of the tip and/or blade of the tongue against the alveolar ridge, and then 
we remove the tongue from the alveolar ridge almost immediately (before 
any air pressure build-up), and then repeat these actions again two or three 
times, we have a trilled sound. This sort of trill can be found in English 'r' 
in certain regional accents (e.g. so me Scottish accents), and in formal, 
rhetorical styles of speech sometimes encouraged in stage acting or singing. 
These consonants will be dassed with the obstruents, and are prolongable 
in that the number of contacts between the articulators can be increased or 
decreased as the speaker wishes. In naturallanguages two or three contacts 
seems to be the norm, however. Trills produced with incomplete contact 
between the active and passive articulators thus allowing turbulent airflow 
to pass through are termed fricative trills. 

A momentary variant of the trill is the tap (or 'flap' or 'flick'). The tap 
involves a single rapid contact between one articulator and another with-
out repetition. As we noted above, the contact between the articulators 
cannot be prolonged beyond a few milliseconds, or else air pressure will 
build up and the sound will then become a plosive. Taps can involve an 
active articulator striking a passive one, and then returning to its place of 
rest: for example, the tip of the tongue striking the alveolar ridge. This is 
the type of tap found in American English, where it is used for 't' in words 
like 'better' , or in older forms of British English for 'r' in 'Harry'. Alterna-
tively, the active articulator may strike the passive one while the active artic-
ulator is moving from one position to another: in this case, this can be 
termed a 'flap' or 'transient flick'. A transient flick is the form of tap used 
in a number of languages of India. 

In our discussion of the above manners of articulation we have restricted 
ourselves to looking at pulmonic egressive sounds. As we saw in Chapter 2, 
other airstreams can be used to make sounds as weIl. Ejectives (glottalic egres-
sive consonants) can be made as oral stops, fricatives and affricates, and all 
these types can be found in naturallanguage. Other types of sound are tech-
nically feasible, but as ejectives are always voiceless, attempts at nasal stops, 
approximants and vowels generally result in barely perceptible segments. 

Implosives, as the name suggest, are always of the oral stop type in nat-
ural language. However, being voiced, all the consonant and vowel types 
described above can in fact be said on the glottalic ingressive airstream. 
Finally, dicks are generally dassified as being stop type consonants, though 
they are able to be modified in a wide variety of ways which we look at in 
Chapter 4. 
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Place of articulation 

The final parameter we need to consider when describing individual sound 
segments is the place within the vocal where the articulators form a stric-
ture. As we noted above, most sounds are made with one active and one 
passive articulator, or in so me instances with two active articulators. It is 
usual, when describing the place of articulation, to note these articulators. 
However, when the tongue is the active articulator and the roof of the 
mouth the passive one, it is common to refer only to the part of the roof of 
the mouth concerned. This is because if we know which part of the roof of 
the mouth is involved, we can usually be confident which part of the tongue 
is used to make the stricture. There are exceptions to this, however, espe-
cially concerning the tip and blade of the tongue. Because of this, we do 
include in brackets for so me of the places below, the term used to denote 
the part of the tongue involved which, when used, is prefixed to the passive 
articulator. We use the following terms: apico- (tongue tip), lamino-
(blade), dorso- (tongue body), and radico- (tongue root). 

Sounds can be made anywhere from the very front of the oral cavity 
using the two lips, back through the oral cavity and into the pharynx, and 
as far down as the glottis. It is usual in the phonetics literature to list these 
places from the front to the back (though there is no theoretical reason for 
this), and we will follow this practice here. The names of the places of 
articulation are derived from the divisions of the vocal tract (including the 
divisions of the roof of the mouth and of the tongue) that were introduced 
in Chapter 1. We show the tongue divisions in Figure 3.4, and the places of 
articulation labels in Figure 3.5. 

We also need to note that most phoneticians do not utilize the same set 
of place labels to describe vowels as they do with consonants (though so me 
have attempted this). This is because the air channel with vowels is so wide, 
it is not always easy to associate the tongue position with any specific part 
of the roof of the mouth. Traditionally, therefore, different approaches 
have been adopted, and these are dealt with in Chapter 5. We list below, 
then, those terms that have normally been restricted to consonants. 

Articulations made with the two lips are termed bilabial. In these 

Figure 3.4 Divisions of the tongue 
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articulations the upper and lower lips are brought together: in the case of 
bilabial stops they form an air-tight seal producing the plosives [p, b J6 or, if 
the velum is lowered, the nasal [mJ. If a narrow channel is left between the 
lips, the fricatives [<I>, ßJ are produced; these are not found in English, but 
the voiceless bilabial fricative occurs, for example, in modern Greek, 
whereas the voiced one is found in Spanish. Bilabial approximants do occur 
in so me languages, but in many they are combined in a double articulation 
(see Chapter 7) with some other place. In English, [wJ is an approximant 
with bilabial and velar place of articulation. The bilabial trill, [B J, is rare 
linguistically, though many of us make it as an extra-linguistic noise to 
express that we are feeling cold. 

Labio-dental articulations are produced with the lower lip approximating 
to the underside of the upper front teeth. Some speakers tend to curl the 
lower lip inwards so that it is the outside of the lower lip that makes the con-
tact or the near contact ('exolabial' contact); others simply raise the lower lip 
upwards so that it is the inside surface that makes the contact ('endolabial'). 
These differences mayaiso be related to specific languages; however, they 
make litde difference to the quality of the resultant sound. Oral and nasal 
stops can be made at this place of articulation although they are not co m-
mon in the world's languages. The IPA only provides a symbol for the labio-
dental nasal: [I1JJ; this sound is often used as a positional variant of [m J 
before [fJ by English speakers, in words such as 'comfy'. The labio-dental 
fricatives are [f, v], and the labio-dental approximant [vJ has been termed 
'the politician's r' in common parlance, as it is often used as a substitution 

6 When pairs of phonetic symbols represent sounds of the same manner at the same place 
of articulation, they should be read as voiceless on the left and voiced on the right. 
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for [lJ in adult speech (and is a pronunciation found in a surprisingly large 
number of politicians!). Bilabial and labio-dental places of articulation are 
sometimes grouped together under the cover term 'labials'. 

A place of articulation straddling the divide between lip types and 
tongue types is linguolabial. In these sounds the tip or blade of the tongue 
is placed on the upper lip. Whilst a range of sound types can be made in 
this fashion, they are very unusual sounds, and found mainly in certain lan-
guages of the Pacific. They are transcribed with a special diacritical mark 
added to alveolar symbols: [1, g, VJ. 

Dental fricatives occur in English as pronunciations of the 'th' spellings. 
The voiceless dental fricative, [8J, is the sound of 'th' in 'thin', whereas its 
voiced counterpart, [ö J, is the sound of 'th' in 'then'. These sounds are 
sometimes termed interdental to reflect the common slight protrusion of 
the tip of the tongue between the upper and lower teeth used by, for 
example, many English speakers. Dental plosives and nasals also occur in 
many languages, but the IPA has a common set of symbols for dental, alve-
olar and post-alveolar plosives and stops, with diacritics (small markings) 
that are added to the symbol to show whether it is dental or post-alveolar 
(unmarked symbols are assumed to be alveolar). Therefore, we use the sym-
bols [1, 9J and [I}J to transcribe these sounds. Dental approximants can also 
be made, though there is no special symbol to denote them. (In this case, as 
with the bilabial approximant, the fricative symbol with an added diacritic 
is used to show the air channel is wider: [<)].) Dental sounds are generally 
apical, though laminal versions may be used by so me speakers. 

Alveolar sounds are common in English, where we find alveolar plosive 
stops, [t, d], a nasal stop, [n], fricatives, [s, z], and an approximant, [lJ. 
These sounds are all formed by raising the tip and/or blade of the tongue 
up to the alveolar ridge to form a contact or near contact. The terms 
'apico-alveolar' and 'lamino-alveolar' are used to denote the tip/blade dis-
tinction. In transcription, we can add the tip or blade diacritic to the alve-
olar symbol to show the difference: [<1, g J. The choice between tip and blade 
appears to be personal and the difference is not easy to hear. (Tip and blade 
distinctions can also be made at the dental and post-alveolar positions.) 

In the case of [1], of course, the tongue maintains its contact at the alve-
olar ridge while the air escapes laterally down the side of the tongue. Lat-
eral fricatives also occur at the alveolar position; in fact the alveolar [4, :BJ 
are the only two lateral fricatives to occur at all regularly in natural lan-
guage. The trill [r], and the tap [1'J are also alveolar and, as noted above, 
sometimes occur in English. Denti-alveolar is sometimes used to apply to 
sounds where the contact straddles the dental and alveolar regions. 

If the place of articulation is right at the back edge of the alveolar ridge, 
just before its boundary with the arch of the hard palate, we term the sounds 
post-alveolar. Fricatives made here, with the blade of the tongue (and so, are 
'lamino-post-alveolar'), have their own symbols, [f, 3], and are the sounds 
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of English 'sh' in 'shop' and 's' in 'treasure'. Until recently these sounds were 
termed 'palato-alveolars' and this usage may still be encountered. Post-
alveolar affricates, rtf, d3], are the sounds of English 'church' and 'judge' 
respectivel/ The central approximant produced at this position is the [lJ 
sound: the most common variant of 'r' in English (this is generally consid-
ered to be 'apico-post-alveolar'). Other than these, post-alveolar oral and 
nasal stops are transcribed using the alveolar symbols with a diacritic to 
mark retraction (i.e. back from alveolar place): [1., .d, n J. 

The label alveolo-palatal is applied to a pair of fricatives [s.;, ~J which, 
while comparatively rare, do occur in Polish. With these sounds, the blade 
and front of the tongue are raised up towards the roof of the mouth to 
form a stricture at the front part of the palate and the post-alveolar area. 
Not all authorities agree on the precise definition of this place, and how it 
differs from the tradition al term palato-alveolar. 

Traditionally, the next place of articulation is termed retroflex. However, 
this is a term that describes the tongue's shape rat her than its place of artic-
ulation. It may well be more precise therefore to use the term 'sublaminal 
(pre)palatal' suggested by Catford (1988). This term tells us that it is the 
underside of the blade of the tongue that articulates with either the very 
front or the main part of the hard palate (depending on the language). 
Retroflex sounds are very common in the languages of India, and we can 
find retroflex stops, fricatives, central and lateral approximants, and a tap: 
[t, cl, Il, ~, z,., {, L (J. Some of these sounds may occur in some varieties of 
English; for example, so me speakers use a retroflex approximant as their 
realization of 'r', and if they pronounce final 'r' in words like 'reader' and 
then add a plural ending to this, the final sound may well be [z,.J. Languages 
using these sounds differ as to the extent of tongue retroflexion. This can 
be recognized be specifying the part of the roof of the mouth the under-
side of the tongue blade actually articulates against. Using this approach, 
we can divide this category into sublamino-post-alveolar and sublamino-
pre-palatal (Laver (1994) prefers the term subapical in each case). The IPA 
diacritics for advanced and retracted can be employed if this distinction 
needs to be transcribed. 

Some languages do seem to use a type of retroflex tongue shape where 
the underside of the tongue is not brought into play, but the tongue tip 
articulates against the re ar of the alveolar ridge and the front of the palate. 
These apical-alveolo-palatals do not have separate symbols, but Laver 
(1994) suggests they can be transcribed with a subscript dot beneath the 

8 alveolar symbol. 

7 Affricates can be made at most of the places of articulation where both plosives and 
fricatives occur, but these are the only contrastive affricates in English. Details of other 
affricates are given in Chapter 4. 
8 Note that this can be confused, however, with the diacritic for whisper introduced in 
Chapter 2. 
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The next set of places all involve the body of the tongue ('dorsum'), so 
the prefix dorso- may be added. 

Palatal is the first of the dorsal places of articulation. Here, the front of 
the tongue dorsum is raised up to the hard palate. Palatal stops [c, }, J1], 
fricatives [s:, j], central approximant (semi-vowel) [j], and lateral approxi-
mant [A] can all be found. English has [j], for example the 'y' in 'yes', 
whereas [A] denotes the 'gI' in Italian 'tagliatelle', [J1] the 'fi' in 
Spanish 'Espafia', and [s:] the 'ch' in German 'ich'. An approximant with 
both bilabial and palatal place of articulation is [q], found for example at 
the beginning of the French word 'huit'. The terms 'pre-palatal' and 
'post-palatal' may sometimes be encountered for border areas of the 
palatal region. 

With the velar position the back of the tongue dorsum is raised up to the 
soft palate (or velum). The plosives and nasal are found in English: [k, 9, 
IJ], but none of the other velar sounds are. The fricatives are [x, y] ([x] is 
found for example as 'ch' in the German surname 'Bach'), the central 
approximant is [U[], and the lateral approximant is [L]. An approximant 
with both bilabial and velar place of articulation is [w], as in 'wet'. Velar 
sounds are especially prone to being influenced by neighbouring sounds 
(e.g. vowels), and can therefore be pronounced at the front or the back of 
the velar area dependent on context (sometimes termed the 'pre-velar' and 
'post-velar' regions). Examples of this can be heard in English, where the 
[k] of 'key' is pronounced at the front of the velar area (it is almost palatal 
in fact) while the [k] of 'cool' is pronounced at the back of the velar area. 
To show these advanced and retracted varieties in transcription we use plus 
and minus diacritics respectively: [f, k]. 

Uvular sounds are made by raising and retracting the back of the tongue 
to the uvula. None of these sounds occur in English, but the voiced uvular 
fricative and trill are both varieties of 'r' in standard French. The uvular 
plosives and nasal are [q, G, N], the fricatives [X, y], and the trill [R]. No 
symbols are provided for central or lateral approximants at this place of 
articulation, but the former at least is possible to make. 

If the back and root of the tongue are retracted into the upper pharynx, 
the resultant sounds are termed pharyngeal (or 'radico-pharyngeal'). Tra-
ditionally, pharyngeal fricatives are the only sounds given IPA symbols: 
[n, <i] (sounds common in Arabic, for example). However, there is so me 
debate as to whether epiglottal sounds are possible as aseparate place of 
articulation (retraction of the epiglottis into the pharynx), or whether, 
indeed, all pharyngeal sounds also involve epiglottal activity. The current 
IPA recognizes a voiced epiglottal plosive [Jl], but there is so me debate as to 
whether a voiceless epiglottal plosive is found (Laver (1994) states that it is 
possible to produce); Laufer (1991), however, suggests that the voiced 
epiglottal plosive is aerodynamically impossible, and gives examples of the 
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voiceless version from Hebrew and Arabic. With epiglottal stops the epiglot-
tis is retracted to make a closure against the rear pharynx wall. Epiglottal 
fricatives [H, !fJare also noted as occurring in some languages, but, as we have 
noted, it is unclear how much these differ from their pharyngeal counter-
parts, mainly because if one retracts the tongue root into the pharynx, the 
epiglottis automatically retracts as weIl. A voiced pharyngeal central 
approximant can be made, but has no IPA symbol (though could be sym-
bolized by adding a diacritic to the fricative symbol: [~J). 

The final sub-category of places of articulation has no tongue involve-
ment. It comprises the single place of glottal, and with these sounds the 
two articulators are the vocal folds. If these are held together and closed, 
blocking off the airflow, we have a glottal stop [?J, which we described in 
Chapter 2 when discussing states of the glottis. This segment (we cannot 
call it asound, as a glottal stop is of course a short period of absolute 
absence of sound) is relatively common in many English varieties; used, for 
example, for 't' in 'better' in London accents. Glottal fricatives [h, fiJ can 
also be thought of as phonation types: breath and breathy voice. No other 
types of glottal sound can be produced, and it is possible to argue that the 
glottal place of articulation should actually be thought of as a group of 
glottal settings used at the segmental level rather than than the supraseg-
mental. Figure 3.6 illustrates so me of the places of articulations we have 
discussed, showing oral stops. 

We have not included non-pulmonic sounds in our illustrations of place of 
articulation. Ejective plosives and fricatives can be made at all the positions 
noted for voiceless pulmonic plosives and fricatives above, e.g. [p', t' , k' , f' , 
s'J. Of course, languages that have ejectives will not use every possible place. 
Implosives are given the following phonetic symbols by the IPA: [6, Q, J, g, 
cfJ (for bilabial, alveolar, palatal, velar and uvular), though again, this does 
not mean that all of these will be found in any one language. Clicks occur 

bilabial alveolar velar 

Figure 3.6 Examples of different places of articulation 
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in a total number of six places, but most languages using clicks have only 
a subset of these: [o, I, !, cf, IIJ (for bilabial, dental, (post-) alveolar, pala-
toalveolar, alveolar lateral, respectively). 

Three-term labels 

In this and the preceding chapter we have seen how a range of parameters 
can be used when we describe individual segments. We can list so me of 
these: 

(a) airstream mechanism 
(b) direction of airflow 
(c) phonation type and location 
(d) state of the velum 
(e) centrality versus laterality 
(f) force of articulation 
(g) prolongability 
(h) place of articulation 
(i) manner of articulation.9 

Using these parameters we could label an individual sound such as [zJ in 
the following way: 'a pulmonic egressive full glottal voiced oral centrallenis 
prolongable alveolar fricative' .10 This is clearly much too great a mouthful 
for ordinary usage! Fortunately, many of these parameters have values 
which we can term 'default'. That is to say, if the usual value of a parameter 
is employed in asound, we need not mention it - we would only mention 
it if an unusual value were employed. 

The vast majority of the sounds used in language are pulmonic egressive, 
so parameters (a) and (b) are usually not included in our description of 
individual segments. Similarly, most sounds are oral and central, so para-
meters (d) and (e) are normally excluded. Force of articulation is normally 
derivable from voicing status, so in common usage (f) is omitted, though 
some authorities prefer to keep (f) and exclude (c). Finally, prolongability is 
also derivable from manner of articulation in most instances, so category 
(g) is seldom needed. The phonation parameter (c) does not usually need 
the location included, as such differences in phonation due to location 
appear to have only extra-linguistic usage. 

Therefore, our description of [zJ can be simplified to what is tradition-
ally called its 'three-term label', phonation, place and manner: 'a voiced 
alveolar fricative'. The following list of consonants gives further examples 

9 In Chapter 5 it is noted that vowels require the parameters of height, anteriority and 
!ip-shape instead of place and manner. 
10 As we will see in the next chapter, fricatives may need an extra parameter to describe 
the channel shape employed. 
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of three-term labels: in a few instances you will note extra labels are added 
if any of the parameters listed above are not set to their default values. 

• 

[pJ voiceless bilabial plosive (stop) 

• 

[ IJJ voiced velar nasal (stop) 

• 

[f] voiceless post-alveolar fricative 

• 

[l3J voiced alveolar lateral fricative 

• 

[RJ voiced uvular trill 

• 

[1'J voiced alveolar tap 

• 

[jJ voiced palatal (semi-vowel) approximant 

• 

[lJ voiced retroflex lateral approximant 

• 

[zJ voiced nasalized alveolar fricative 

• 

[t'J (voiceless) alveolar ejective stop 

• 

[6J voiced bilabial implosive. 

Further reading 

Speech articulation is covered in the main phonetics texts such as Abercrombie (1967), 

Brosnahan and Malmberg (1970), Catford (1977, 1988), Clark and Yallop (1995), 

Ladefoged (1993) and Laver (1994) . PerkeIl (1997) gives a recent summary of the area, 

whereas Ladefoged and Maddieson (1996) provide a summary of how different 

articulation types are represented in the languages of the world. 

Short questions 

1 What definition of consonant and vowel is used in this book? 
2 What three categories of sound are dependant on the state of the velum? 
3 How is strength of articulation labelIed by phoneticians? Illustrate with sounds from 

English. 
4 List with examples the manners of articulation of consonants. 

5 List with examples the places of articulation of consonants. 
6 Which sounds are prolongable, and wh ich momentary? 
7 Give the three-term labels for the following sounds: [b, 5, fl , A, r, u] . 
8 Give the symbols for the following three-term labels: voiced alveolar implosive; voiceless 

dental fricative; voiced uvular nasal ; voiceless palatal plosive; voiced uvular fricative; 

voiceless bilabial fricative . 
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Essay questions 

1 What are the different ways in which the terms 'consonant' and 'vowel' have been denned 
by phoneticians and phonologists? Outline the strengths and weaknesses oF the diFferent 
approaches. 

2 Illustrate how phoneticians have used articulatory parameters to classiFy consonants. 
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Introduction 

Stop production 

frieatives 

Introduction 

Segments of speech: 

obstruent consonants 

Ejectives 

Implosives 

Clieks 

In the previous chapter we introduced the main divisions of manner and 
place in the description of consonants. In this and the following chapter, 
we are going to examine the consonant types in more detail, and 
look also at the description of vowels. We will look at other aspects of 
segmental production, including double and secondary articulation, in 
Chapter 7. 

Stop production 

Oral stops, or plosives, are described as having three stages in their pro-
duction. As we noted in the previous chapter, these consonants involve a 
complete closure in the oral cavity, to block off the airflow. To achieve this, 
the articulators involved move together to make this closure, and this is 
termed the shutting (or 'approach') stage of the stop. The articulators are 
then held closed for aperiod (about 40-150 ms), during which air pressure 
builds up behind the closure: this is called the closure phase. During this 
closure stage there is, in fact, silence if the stop is voiceless, or the buzzing 
of the vibrating vocal folds if the stop is voiced (this voicing may not last 
for the whole closure period in many English 'voiced' stops). Finally, when 
the articulators move apart, we have the release stage, which is normally 
accompanied by the outrush of compressed air, which gives plosives their 
characteristic 'popping' quality. This popping noise is often termed 'plo-
sion', or the 'plosive burst'. 
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To illustrate this, let us consider the production of a [b J plosive, in the 
word 'abbot' . Towards the end of the first vowel, the upper and the lower 
lip (the articulators) move closer and closer together, until they form an 
airtight closure. For aperiod of 40-150 ms they maintain this closure, and 
all that can be heard is the buzz of voice, caused by the vibrating vocal 
folds. At the end of this closure stage, the lips part and the compressed 
air rushes out to make the popping noise we hear as [b J. During the clo-
sure stage, the tongue moves from the position it took up to produce the 
first vowel, to that needed for the second one, and the release of the stop 
is followed by the production of this vowel. 

These three stages are illustrated in Figure 4.1, where the upper and 
lower portions of the line represent the upper and lower lips (they could 
of course also represent any of two articulators used to produce stops). 
The nonsense word [abaJ is used to illustrate the three stages of the stop. 
Table 4.1 illustrates plosives from a range of languages. 

For a consonant to be classed as an oral stop, the central closure stage 
must be present. However, both the shutting stage, and the release stage 
may be modified in stops in many languages (including English), and we 
will examine next the ways in which this can happen. 

Stops and velic action 

One way in which we can modify stops is to transfer either the 
approach stage or the release stage to velic action. To explain 
what this means, we will examine what is termed the 'nasal 
release' of stops first. In our original example, we considered the 
production of a [b J sound; this time we will look at another stop: 
[tJ. During stage 1, the tip and/or blade of the tongue (the pre-
cise choice appears to be speaker-specific) is raised upwards to the 

a b 

approach closure 

a 

release 

Figure 4.1 Three stages of 
the stop 
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Table 4.1 Plosives 

Bilabial 

Dental 

Alveolar 

Post-alveolar 

Retroflex 

Palatal 

Velar 

Uvular 

Glottal 

Voiceless· 

p 
French [pä]'bread' 
Hindi [pal] 'take eare of 

! 
North We/sh [to]'roof' 
French [ty]'you' (sg) 
t 
English [ten]'ten' 
Isoko [uti] 'sugar eane' 
t 
English [!Jern] 'train' 
South We/sh [!Jum]'heavy' (m) 

t 
Hindi [tal]'postpone' 
Malayalam [kut:i]'ehild' 
e 
Turkish [eel] 'bald' 
Hungarian [euk]'pen' 
k 
German [keRn]'kernel' 
Swahili [taka]'to want' 
q 
St Lawrence Yupik 
[atextoq] 'he goes down' 
Quechua [qaAu]'tongue' 
I' 
Hawaiian [hal'a]'danee' 
Gimi [rahol']'truly' 

Voiced 

b 
French [bä]'bath' 
Hindi [bal]'hair' 

9 
North We/sh [go]'yes' (past) 
French [gy]'of the' (m) 
d 
English [den] 'den' 
Isoko [udi] 'drink' 
d 
English [<;iJern] 'drain' 
South We/sh [(JJ:)m]'heavy' (f) 
q 
Hindi [qal]'braneh' 
Tamil [ua'l.qrJ 'eart' 

f 
Turkish [fel]'eome' 
Hungarian [fur]'to knead' 

9 
German [geRn]'wiliingly' 
Swahili [taga]'to lay eggs' 
G 

Farsi [Gar]'eave' 
Kwakw'ala [GaGas] 
, grandparent' 

• The 'Voiceless' column includes both aspirated and unaspirated plosives, and the 'Voiced' column both fully 

and partially voiced. These distindions are discussed further below. 

alveolar ridge.
1 

There, it makes an airtight closure to produce stage 2 
(the closure stage). In a [tJ with an oral plosive release, of course, this would 
be followed by the release stage where the tongue is lowered to allow the 
compressed air to rush out. However, if stage 3 is transferred to velic action, 

1 In the following examples, we assume that [t] and [d] are alveolar, as they are not marked 
with either the dental or the retracted diacritic. However, we recognize the ambiguous 
nature of the symbolism in this area, as unmarked symbols can also be read as standing for 
basic apical or apico-laminar sounds irrespective of exact place of articulation. 
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then the tongue remains at the alveolar ridge, but the soft palate (the 
velum) is lowered. If this happens, the compressed air will flow out through 
the nasal cavity, producing what is sometimes termed 'nasal plosion'. The 
articulators remain in place within the oral cavity while the air is released, 
and then move apart to assume the position required to make the following 
sound (see Figure 4.2, where the line beneath the articulator lines represents 
the raising or lowering of the velum). 

Nasally released stops sound like plosives followed immediately by a 
nasal stop at the same place of articulation without any intervening vowel 
sound. In English, for example, the usual pronunciation of 'button' ends 
with a nasally released [t], while 'hidden' ends with a nasally released [d] 
(both of which in these cases are also syllabic-n's). Nasal release can 
also occur across syllable boundaries, and in English we have examples 
with [tl and [d] as follows: 'partner' 'midnight'. Examples with bilabial 
stops are also found: 'submarine', 'apeman'. 

We can transcribe nasal release in IPA through the use of superscript n, 
as in [tll], [dll]. However, it is usual to transcribe a nasally released plosive 
by use of the plosive symbol followed by that of the homorganic (i.e. same 
place of articulation) nasal stop, as in: [tn], [dn], [bm], and so on. If the 
nasal element in these stops is also syllabic (as in 'button' and 'happen' in 
English), we can add a diacritic to the nasal to show this: [f,l]. 

mouth passage 

nasal passage 

approach closure release 

Figure 4.2 
Nasal release 
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Figure 4.3 
Nasal 
approach 

We can transfer the approach stage of a stop to velic action as weIl. In 
this case, the articulators take up the position to make the oral closure (e.g. 
the tip of the tongue to the alveolar ridge), but during this time the velum 
is lowered. This means that air continues to flow out through the nasal cav-
ity for aperiod. Then, stage 2 is achieved by the raising of the velum, so 
that air can no Ion ger flow through the nasal cavity, and the closure in the 
oral cavity means that air pressure builds up ready for the normal oral 
release of plosion (see Figure 4.3). This can be termed the 'nasal approach' 
to a stop, and sounds, of course, like a nasal stop followed immediately by 
an oral stop, and this is how we transcribe them: [mp], [nt], [nd], [IJkJ etc. 
Examples from English include: 'larnp' , 'lumpy', 'hint', 'wanting', 'land', 
'handy', 'monk', 'conker'. 

Finally in this section, we can consider stops where both stage 1 and 
stage 3 are transferred to velic action: that is stops with both nasal 
approach and nasal release. Here, the articulators move together to pro-
duce the oral closure while the velum is in a lowered position, allowing 
nasal air flow. Then the velum is raised to produce stage 2: complete stop 
to airflow. This stage lasts, of course, for the normal stop period of 
40-150 ms or so, and is then followed by the lowering of the velum again 
allowing air to be released nasally (see Figure 4.4). In effect, these stops 
sound like a nasal with a brief interruption of silence (if the stage 2 is 

mouth passage 

nasal passage 

approach closure release 
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mouth passage 

nasal passage 

approach closure release 

voiceless) or oE the voicing buzz part way through. They are normally 
transcribed as a sequence oE nasal, plosive, nasal: [pmp], [ntn 1 etc. and 
examples from English include: 'lampman', 'Saint Ninian'. 

Loterolly releosed stops 

Another way in which we can modiEy stage 3 oE a stop is to release the co m-
pressed air laterally instead oE centrally. If we consider again the prod-
uction oE a [tl stop, and look in detail at the release stage, we willremember 
that in ordinary oral plosives this is achieved by the lowering oE the tip and 
blade oE the tongue. In a laterally released stop, the tip oE the tongue is kept 
pressing against the alveolar ridge, but one or other oE the side rims oE the 
tongue (or both in some speakers) is lowered. This means that the air 
rushes out oE the oral cavity down the side oE the tongue, and so is lateral 
rat her than central release. 

This lateral release oE the air can be either Ericative or approximant in 
nature. The Ericative release is oEten classed as a lateral affricate (see the 
example given in Table 4.2 p. 70). This depends upon whether the move-
ment oE the tongue rims opens a narrow or a wide channel Eor the release 
oE the air. In English, we have approximant release in our laterally 
released stops. They sound like a stop Eollowed immediately by a lateral 

Figure 4.4 
Nasal 
release and 
approach 
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approximant with no intervening vowel, and can be either voiced, as in 
'middle', or voiceless, as in 'little'. In the latter case, the lateral segment 
usually lacks voicing at least for the first part of the sound. 

The examples from English happen to include laterals which are also syl-
labic. Just as with syllabic-n above, we can transcribe syllabic-l with a spe-
cial diacritic: Ol. However, laterally released stops can also occur across 
syllable boundaries in English, for example 'at last', 'midline', 'hotly', 
'badly', and initially in some languages (e.g. Welsh [tlus] 'pretty'). We can 
denote a laterally released stop by adding a superscript diacritic after the 
stop: [t\ d1

]; however, normally we simply write the stop symbol followed 
by the lateral: [tl, dl]. 

We have described laterally released [tl and [d], but laterally released 
stops can occur at any place where it is possible to produce both a stop and 
a lateral (i.e. any of the lingual consonants). As English only has alveolar 
laterals, we do not encounter any lateral release at any other place of artic-
ulation. Nevertheless, lateral release of, for example, retroflex, palatal and 
velar stops is possible to produce: [tL clL CA, }A, kL, gL]. 

Affricated release 

Another way we can modify the release stage of oral stops is to control the 
parting of the articulators so that only a narrow channel is opened for the 
release of the compressed air. This results in a turbulent airflow, similar to 
that found in fricatives, and this is termed 'affricated release' (see Figure 
4.5). Some authorities contrast stops with affricated release with affricates 
(see Chapter 3, where affricates were classed as aseparate consonant cate-
gory). It is not clear how easy it is in reality to make a distinction here, but 
it would appear to be based on whether the portion of the sound with frica-
tion (i.e. the affricated release portion) is brief (in which case we might call 
it a stop with affricated release), or longer so that it has a similar duration 

Figure 4.5 Affricated 
release approach closure release 
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to that of the stop part (in which case we might call the whole combination 
an affricate, or more clearly, a full affricate). 

This distinction can be reflected in transcription too. A voiceless 
affricated stop at the post-alveolar place of articulation can be transcribed 
[lI], but if we want to show a voiceless alveolar affricate we would use [1]1 
In the first instance, the superscript [I] indicates that we are to understand 
that the fricative element in this sound is brief, or less important than the 
stop part. However, the second example shows by the linking curve over the 
two symbols that they are to be considered of equal importance. (Alter-
atively, the two symbols can be joined together, as in [tf].) 

A question that arises here is whether a full affricate differs from a stop 
followed by a fricative. Clearly, affricates are stop-fricative combinations 
where the two elements are homorganic (i.e. articulated at the same place), 
whereas stops can be followed by fricatives at other places of articulation: 
'caps' , 'lacks', 'length' and so on. Normally, phoneticians suggest that 
where we have two separate sounds (homorganic or not), the duration of 
the fricative element is Ion ger than in any kind of affricate, or affricated 
release. 

English has voiceless and voiced post-alveolar affricates in words such as 
'church', 'catches', 'judge' and 'cadges', and these sounds operate as con-
trastive units in the sound system (as we can see from the examples, they 
can be both word-initial, word-medial and word-final). As it is typograph-
ically easier, these sounds are often transcribed in books on English pho-
netics as rtf, d3], but are normally treated phonologically as single units. 
Other affricate combinations are regularly used in English, however, 
including the initial sounds of 'train' and 'drain'. Phonetically, the 'r' ele-
ment here has a narrower channel than the normal approximant-r, which 
means that the [tl ag.g [cD are released with an affricated airflow. We can 
transcribe these as [l~, 9~] but, as they only occur syllable-initially, pho-
nologists normally treat them as sequences of stop + 'r'. 

Affricates at a range of places of articulation can be found in other lan-
guages, and Table 4.2 lists some of these. For example, German has both 
[pf] and [tS]; Polish has [1J;], and [kX] occurs for [k] in some varieties of 
Liverpool English. Table 4.2 also includes a lateral affricate, and an aspi-
rated affricate. Most of the examples are full affricates, but we also include 
a couple of stops with affricate release. 

Incomplete stops 

Oral stops can also have their stage 3 modified so that no audible release 
occurs. These incomplete stops can come about in two different ways: 
through overlap where release occurs but is inaudible, and through sup-
pression of audible release. 
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Table 4.2 Affricates 

Labiodental 

Dental 

Alveolar 

Voiceless 

pf 
German [pfarfen]'to whistle' 
t8 
Chipewyan @he]'pipe' 
ts 
Nupe [tsa]'to choose' 

Voiced 

d5 
Chipewyan [g5i:8]'hide' 
dz 

Laminar post-alveolar !J 
Italian [dZona]'zone' 

93 
Turkish [ha93t]'pilgrimage' 

Apico-post-alveolar 
Sundanese [oahan!Ja]'to work' 
t] 

[!Jern]'train' English 
Alveolo-palatal 94'> 

Palatal 

Velar 

Uvular 

Chinese add' 
cc;; 
Sherpa [cc;;a:n]'north' 
kx 
Liverpool English [kxerkx]'cake' 
qx 

Croatian [le:94'>a]'back' (n) 
Jj 
Hungarian GJa:r]'factory' 

Lateral affricate 
Skagit [qxep]'foolish' 
14- d!3 
Nitinaht (tiut]'good' Tlingit [d[3aa]'settle (of sediment)' 

Overlap occurs in some languages when there is a sequence of two stop 
consonants, either within a word or often across word boundaries as well. 
With languages, such as French, which avoid overlap, the first stop is 
released audibly before the closure for the second stop takes place (see Fig-
ure 4.6(a)). An example might be in the French word 'acte', where we hear 
the release of the [k] before the closure for the [t]. In other languages, such 
as English, the articulatory closure for the second stop is put in place just 
before the release of the closure for the first stop. So, while a release of the 
first stop occurs (in that the articulators move apart), this is inaudible 
because a second closure is now in place within the oral cavity (see Figure 
4.6(b)). An example might be the English word 'act', where we do not hear 
the plosive burst for [k] because the closure of [t] overlaps it. These incom-
plete stops can be marked in a transcription through the use of a diacritic, 
e.g. [t']. 

The other type of incomplete stop is the 'unreleased' or 'unexploded 
stop' (confusingly, both this type and the overlap type are sometimes called 
'unreleased'). These are common in English in utterance-final position 
(though they occur in other languages as well). In this instance the articu-



(a) 

(b) 
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first stop 

first stop 

second stop 

second stop 

Figure 4.6 (a) 
Non-overlapping 
stop sequences; 
(b) overlapping 
stop sequences 

lators do not part immediately, and the compressed air is released slowly 
and inaudibly through the nasal cavity (and possibly also the oral cavity 
after the eventual parting of the articulators) as part of normal breathing. 
An example in English would be an unreleased [tJ in the phrase 'give me my 
hat'. This type of incomplete stop is transcribed with the same diacritic as 
above: [CJ. 

These unexploded stops in English only occur with the voiceless (or for-
tis) plosives, and they are often 'reinforced' through the simultaneous use 
of a glottal stop. Such d~ble articulations (see Chapter 7) can be tran-
scribed as, for example, [7CJ. 
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Figure 4.7 

Stops and 
vOlcmg 

Stops and phonation 

In this section we will examine the relationship between the three phases of 
stop production and phonatory activity: in other words the co-ordination 
of voicing with plosives. Perhaps the most straightforward case involves 
fuHy voiced plosives. If we return to the example in Figure 4.1 (reproduced 
as the top example in Figure 4.7), it can be noted that the line representing 
vocal fold vibration remains unchanged from the vowel before the stop to 
the vowel foHowing it. FuHy voiced stops, of course, do need a continual 
flow of air through the glottis to maintain the voicing; at the same time we 
have the complete blockage within the oral cavity that constitutes the stop. 
This closure, as we have noted before, aHows the build-up of air pressure 
needed to produce plosion. There comes a point, however, where the air 
pressure behind the closure is as great as the sub-glottal air pressure which 
forces the pulmonic egressive air past the vibrating vocal folds. This results 
in fuHy voiced stops being usuaHy of shorter duration than voiceless ones, 
as the closure stage cannot be maintained so long. Alternatively, a certain 
amount of devoicing may occur, so that only part of the closure stage is 
voiced, the remainder being voiceless. Languages may have both fuHy 
voiced stops in some positions within the word, and partly voiced ones in 
other positions (such as English), although fuHy voiced stops may be found 
in aH positions in other languages. 

Voiced stops, as we have just noted, may be subject to a certain amount 
of loss of voicing (i.e. voicelessness, often termed 'devoicing') during their 
production. This is common in English, for example, in word-initial and 

moulh possoge 

vocol 
folds 

voiceless 

voiced 

opprooch closure releose 

fully voiced 

devoiced 

voiceless unospiroted 

slight ospirotion 

strong ospirotion 

pre-ospirotion 
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word-final positions. We can have both word-initial and wordfinal 
devoicing. In the word-initial case, we see that the voicing is only started 
some time into the closure stage and then continues into the following 
vowel. In the word-final case, we see that voicing from the preceding 
vowel lasts into the closure stage of the stop, but then ceases before the 
end of that stage. In some languages (such as Welsh) even inter-vocalic 
voiced stops may be partly devoiced (i.e. voicing occurs only right at the 
start and right at the end of the closure stage), or indeed wholly voice-
less. Indeed, in English,word-initial and word-final voiced stops for some 
speakers may be totally devoiced. How these can be distinguished from 
voiceless stops will be discussed below, but we can note here that devoiced 
stops can be transcribed by use of the IPA voiceless diacritic: [gJ; if we 
wish to show that the devoicing is initial or final, the diacritic can be set 
off to one side: [0 d], [dJ. 

When we turn to voiceless stops, we can investigate the relationship 
between the stages of the stop and the phasing of phonation. Assuming the 
stop is followed by a voiced sound (such as a vowel) , then the voicing for the 
vowel can commence immediatelyon the release of the stop (see Figure 
4.7). In English, this is what we do for voiceless stops following [sJ, as in 
'spot', 'stop', 'scot'; whereas in French, for example, all syllable-initial 
voiceless stops behave this way. This type of voiceless stop is termed 'voice-
less unaspirated', and is represented by a plain stop symbol, or a diacritic 
can be added to denote unaspirated: [t], or [t=J. 

If, however, the voicing is not commenced for aperiod after the release 
of the stop (for approximately 30-40 ms, for example), then we hear a 
short burst of voicelessness before the buzz of voicing. This delay in 'voice 
onset time' produces what we call aspiration, and such sounds are called 
'voiceless aspirated stops' (see Figure 4.7). In English, most syllable-initial 
stops (apart from those following [sJ) are aspirated. Syllable-final stops 
may be aspirated too, or unreleased. Aspirated stops can be transcribed 
with a diacritic: [thJ. Languages differ in the amount of aspiration that 
occurs (i.e. the length of the voice onset time), and languages such as Thai 
and Scots Gaelic are noted as having strongly aspirated stopS.2 

Pre-aspiration can also occur. Here, the voicing of the preceding segment 
ceases even before the closure stage of the stop is achieved (see Figure 4.7). 
We hear, therefore, a brief stretch of voicelessness ('breath') before the 
silent period of the closure stage. This feature does not appear to be very 
common in the world's languages, but has been noted in Icelandic and 
Lappish among others. It can be transcribed by use of the aspiration 
diacritic to the left of the symbol (extIPA recommended usage), or by using 

2 Voiceless aspirated fricatives are rare, but do occur in some languages (see Laver, 1994). 
Here there is abrief period of breath following the end of the fricative and before the 
vowel begins. 
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the voiceless diacritic to the left of the symbol, or by transcribing the pre-
ceding vowel as voiceless: [ht], [)], [\;lt]. 

Finally, we can consider the so-called 'voiced aspirated' stops. In reality, 
these are voiced sounds that are followed on their release stage by a short 
burst of breathy voice, and this can be interpreted as the following sound 
(often a vowel) starting with a short breathy voice component. Neverthe-
less, it has become traditional to transcribe them with a superscript dia-
critic in the shape of the so-called 'voiced glottal fricative' (in 3 we 
noted that this was, in fact, breathy voice under another name): [b ]. These 
sounds are common in Hindi/Urdu, Gujerati, Sindhi, Marathi and Bengali 
in northern India. 

Earlier in this section we asked what the difference might be between a 
fully 'devoiced' voiced stop and a voiceless stop. The term devoiced is 
ambiguous in that it is not always clear whether it is being used to denote 
a partial or complete absence of voicing. If we are referring to fully 
devoiced sounds, however, why not simply call them voiceless? The reason 
may be partly phonological. Assuming that these devoiced sounds derive in 
some way (i.e. are positional variants) from a sound that is voiced, we may 
wish simply to keep that relationship overt. However, there may be pho-
netic differences in any case. As we noted in Chapter 3, phoneticians have 
divided consonants between the stronger or fortis types, and the weaker or 
lenis ones. Voiceless sounds are generally fortis, and voiced are lenis. There-
fore, a devoiced stop (whether fully or partially) is still lenis, whereas a 
voiceless stop is fortis. One result of greater muscular effort claimed for 
fortis sounds should be that they should have a longer duration than lenis 
ones (as more air is being pushed out of the lungs). This does seem to be 
borne out, not only for stops (where the problem of sub-glottal and intra-
oral air pressure referred to above plays a part) but also for fricatives. We 
can see that devoiced lenis stops may still be distinguished from voiceless 
fortis stops if the length difference is maintained. 

Fricatives 
Fricatives can be found in many places of articulation, and apart from illus-
trating these, here we will examine channel shape in fricatives (one of the 
reasons why we have such a range of possible fricative consonants), and lat-
eral fricatives. First, we will look in Table 4.3 at some fricatives from a 
range of languages. Retroflex fricatives (as with other retroflex sounds) 
may have different degrees of tongue retroflexion, but we do not mark this 
distinction (see Laver (1994) for examples). 
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Table 4.3 Fricatives 

Voiceless Voiced 

Bilabial <I> ß, 
Ewe [<I>u]'bone' Ewe [ß,u]'boat' 
Pedi [<I>o<l>a]'to fly' Isoko [iß,e]'sacrifice' 

Labiodental f v 
Portuguese [faka]'knife' Portuguese [vaka]'cow' 
Ewe [fu]'feather' Ewe [vu]'to tear' 

Dental 8 5 
English [mau8]'mouth' (n) English [mau5]'mouth' (v) 
Greek [ex8ros]'enemy' Kikuyu [50vu]'soup' 

Alveolar s z 
English [sil] 'seal' English [zil]'zeal' 
Isoko [esi]'horse' Isoko [ezi]'period of time' 

Post-alveolar J 3 
Portuguese [Ja]'tea' Portuguese [3a]'already' 
Kurdish [Jin]'blue' Kurdish [3in]'life' 

Retroflex 1? Z 
Northern Irish English [bJ1?] 'course' Northern Irish English [bJzl'cores' 
Chinese [1?a]'to kill' Chinese [zao]'to assist' 

Palato-alveolar ~ q. 

Polish [ba~a]'Barbara' (dim) Polish [baq.a]'catkin' 
Ubykh [~a~a]'mother-in-Iaw' Ubykh [q.awa]'shadow' 

Palatal C; J 
Margi [c;a]'moon' Margi [jajacfe]'picked up' 
Greek [c;ol)i] 'snow' English [jist]'yeast' (var) 

Velar x y 
Urhobo [exa]'dance' Urhobo [aya]'broom' 
We/sh [xi]'you' (pi) Greek [Iaya]'to purify' 

Uvular X l:l 
Kwakw'ala [xasa] 'rotten' French [s:Jl:l]'fate' 
Tlingit [xe:t]'multiply' Portuguese [l:latu] 'mouse' 

Pharyngeal n 'i 
Agul [mun]'barn' Agul [mu'i] 'bridge' 
Hebrew [nor] 'hole' (var) Hebrew ['ior] 'skin' (var) 

Epiglottal H l 
Hebrew [Hor] 'hole' (var) Hebrew [lor] 'skin' (var) 
Agul [meH]'whey' Arabic [lallama] 'he taught' (var) 

Glottal h fi 
Hungarian [ho:] 'snow' Igbo [afia] 'name' 
Palantla Chinantec [haa] 'so, such' Dutch [fiut] 'hat' 

Labio-velar M 

Scottish English [Men]'when' 
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Channel shape 

Fricatives are produced with a narrow channel through which the airflow is 
forced, thus becoming turbulent and producing what we perceive as frica-
tion. However, the shape of the channel in fricatives can differ between dif-
ferent fricative types. Channel shape differences are considered to occur 
only with central fricatives made with the tip and blade of the tongue; 
labial fricatives, on the one hand, and dorsal fricatives (i.e. those made with 
the main body of the tongue) are not produced with noticeable differences 
in channel shape. The names we apply to channel shape are derived from 
an imaginary cross-section of the channel from left to right looking at the 
front of the speaker's face (a transverse section), whilst we have normally 
labelled place of articulation from front to back of a sideways cross-section 
of the supraglottal vocal organs (a sagittal section). 

A grooved fricative is one where the channel for the airflow is extremely 
narrow, thus producing a rather high-pitched quality to the friction. The 
most common grooved fricatives are [sJ and [zJ (see Figure 4.8), and many 
of us will have encountered speakers who make such a narrow channel for 
these sounds that a whistled variety results. These two fricatives are made 
at the alveolar place of articulation, though [sJ and [zJ can be articulated 
somewhat further forward to give dental versions, and retracted to give 
post-alveolar ones. 

Fricatives with a wider and flatter channel shape are usually termed slit 
fricatives, though the actual shape of the channel will differ somewhat 
from sound to sound. Among the slit fricatives are dental [8, Ö], which have 
a wide, flat-shaped channel (see Figure 4.8), and post-alveolar (also termed 
palatoalveolar) [f, 3J which have a narrower, slightly deeper channel shape. 

However, another variety of slit fricative occurs at the alveolar place: the 
so-called 'slit-t'. This sound occurs in some varieties of Hiberno-English 
(i.e. the English spoken in Ireland) as a realization of 't' in certain contexts. 
Although it is normally pronounced as a fricative, it differs from the 
grooved [sJ. The channel shape appears to be more like that for [8], though 
placed at the alveolar ridge rat her than behind the upper front teeth. In a 
recent account by Pan deli et al. (1997), it is suggested that this sound is best 
transcribed as [~J.3 We can see in Table 4.4 the range of slit and grooved 
fricatives described here. 

It is technically possible to produce retroflex fricatives with slightly dif-
ferent channel shapes, which does affect the resultant sound quality. How-

3 The double underline diacritic is taken from the extIPA system, and denotes an alveolar 
place of articulation. The Pandeli et al. (1997) article lists a large number of other 
suggestions for the transcription of this sound. 
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channel shapes wide slit channel: [8] grooved channel: [s] narrow slit channel: rn 

Table 4.4 Slit and grooved fricatives 

Grooved fricative 

Dental 

Alveolar 

Post-alveolar 

Slit fricative 

[§] 
Polish [ko§a]'scythe' 
[s] [z] 
Toda [ko:s]'money' 
[§] 
Toda [po:§]'milk' 

(9] [ 5] 
English [mre9] 'math' 

[!}] 
Hiberno-English 
HI [3] 
English [mre1)'mash' 

ever, as there are no IPA diacritics to distinguish slit from grooved fricatives, 
we have not included them in the table. 4 

Bilabial and labiodental fricatives, and palatal fricatives and further 
back do not come into the slit-grooved dichotomy. However, a division of 
fricatives in terms of their sound quality is often encountered, and this 
includes a wider range of places of articulation. Sibilant fricatives are those 
with a higher pitch and greater acoustic energy than non-sibilant fricatives. 
Sibilants include [s, z, f, 3, z,_, s.;, non-sibilants include [<f>, !3, f, 
v, 8, o, <;;,j, x, y, x;, ff, n, )]. Phonologists often divide fricatives into 'stri-
dent' and 'non-strident' (that is to say, greater versus lesser acoustic noise), 
with [8, o] in the non-strident group and [f, v, s, z, f, 3] in the strident 
group. Phoneticians do not all agree with this last analysis, as it cuts across 
both the production and perception divisions of slit/grooved and sibi-
lant/non-sibilant described earlier. 

Lateral fricatives 

As we noted in Chapter 3, fricatives can be pronounced with both central 
and lateral airflow. The fricatives we have described up to now have been all 
central, but both voiced and voiceless alveolar lateral fricatives are rela-
tively common sounds in natural language. As noted in Chapter 3, a lateral 
fricative is formed when there is a closure made between the central part of 

4 
One might use the apical diacritic to denote grooved, and the lamina! to denote slit, as 

the use of the tip of the tongue would probably be required to get a narrow grooved 
channel, whereas the blade would no doubt come into play with a wider slit one. 
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the tongue and the roof of the mouth (e.g. the tip of the tongue and the 
alveolar ridge), but air is allowed to escape down one or other side of the 
tongue (and for so me speakers both sides of the tongue). However, this lat-
eral gap for the air to flow through is kept narrow, so that the air escapes 
with turbulence. Lateral fricatives can be both voiceless and voiced, and 
may be part of laterally released affricates. They are most common at the 
alveolar place of articulation, though unofficial symbols exist for both 
palatal and velar lateral fricatives (see Table 4.5). 

Trills and taps 

Trills and taps can be considered as varieties of stops, but they have tradi-
tionally been listed as separate classes of obstruents. As we noted in the 
previous chapter, trills require the repeated, rapid striking of an active 
articulator against a passive one (except in bilabial trills, where both artic-
ulators can be considered as active), whereas taps are made with a single 
such strike. 

Trills are recorded as occurring at three main places of articulation: bil-
abial (where the upper and lower lip both take part in trilling action); alve-
olar (the tip of the tongue against the alveolar ridge); and uvular (where the 
uvular trills within a channel formed at the back of the tongue). However, 
variations do exist, so that in Malayalam (a Dravidian language of south 
India), for example, apical trills occur both at apre-alveolar position and a 
post-alveolar position with tongue retroflexion. In connected speech, trills 
rarely exceed two to three contacts, though in emphatic usage large num-
bers of contacts may be made. Trills are normally voiced, but voiceless alve-
olar trills (often found with aspiration between the final contact and the 
beginning of voicing) are reported reasonably often (see Table 4.6). 

Taps and flaps are generally voiced, and consist of the active articulator 
striking rapidly and singly against the passive one. The term flap is nor-

Table 4.5 Lateral fricatives and affricates 

Alveolar 

Pala tal 

Velar 

Voiceless 

+ 
Welsh [+eu] 'lion' 
Zulu [+u:pha] 'trouble' 
Navajo [tsit+e+i] 'match' 
~ 

Bura [ ~e l a ] 'cucum b er' 

4' 
Archi [~an ] ' h o l e' 

Voiced 

!3 
Xhosa [um!3a lo] 'game' 
Zulu [uku!3a] 'to ear 

Warja [!3a!3a] 'eight' 

4' 
Archi [na 4' do r] 'horne' 



Table 4.6 Trills, taps and flaps 

Bilabial trill 

Dental trill 

Alveolar trill 

Voiceless alveolar trill 

Uvular trill 

Retroflex flap 

Alveolar tap 

Alveolar fricative trill 
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B 

Kete [mbBuen]'its fruit' 

r 
Hungarian [ro:]'to carve'; Farsi [siri]'satiety' 
r 
Spanish [karo]'cart'; Tigre [kereJl'stomach' 

r 
Wetsh [res]'terrace'; Ingush [vw:Jr]'seven' 
R 

Southern Swedish [Ras ]'breed'; French [RU3] 'red' 

r 
Gbaya [ere]'hen'; Wartpiri [rupa]'windbreak' 
r 
Spanish [karo] 'expensive'; Stovene [ri:ti]'to dig' 
r or r 
Czech [rag] 'order' 

mally given to such asound when the active articulator is moving from one 
position to another and strikes the passive one in passing. The sound that 
fits into this category is the retroflex flap, where the tongue tip strikes the 
alveolar ridge as it moves from a retroflex shape, held just behind the alve-
olar ridge forward to a non-retroflex shape, and into position for the fol-
lowing sound. Taps, on the other hand, involve the active articulator 
striking the passive one, and returning to the same or similar position 
(clearly, the final position will be influenced by the following sound). The 
alveolar tap is the one most often found in naturallanguage, though den-
tal taps are also reported. Uvular taps may occur as varieties of uvular trills 
in so me languages, though taps at other places of articulation are not 
reported (see Table 4.6). 

Fricative trills, flaps and taps are reported for some languages. In the case 
of the taps and flaps, the fricative nature of the sounds is brought about 
through an incomplete closure at the 'striking' stage, i.e. the active articu-
lator does not make abrief, but complete, closure, but rat her leaves a nar-
row channel where small amounts of turbulent air are forced through. With 
a fricative trill (or 'trilled fricative') the articulation is somewhat different. 
Normally in a trill the airflow is smooth (laminar) during the inter-strike 
periods (i.e. the periods of time between the repeated strikes of one articu-
lator against another). However, if the air pressure is great enough, or if the 
space left by the moving articulator is small enough, the airflow in these 
inter-strike periods will become turbulent, and we will hear this as friction. 
An alveolar fricative trill is found in Czech (this is probably the best known 
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fricative trill) , and in Table 4.6 this is represented with the pre-1989 IPA 
symbol; in the current system it is recommended that all fricative varieties 
of trill, taps and flaps be represented by the normal symbol with the dia-
critic for a more open articulation (as fricative type articulations are more 
open than stop types). Languages (such as French) that use a so-called uvu-
lar-r often use a fricative version of this rather than a simple uvular trill. If 
this variety occurs, it is best thought of as a fricative trill, though uvular 
fricatives always seem to have a tendency to produce some trilling of the 
uvular. There are no separate symbols to distinguish uvular fricatives from 
uvular fricative trills. 

Ejectives 
As we noted in Chapter 3, ejectives can be produced as stops, fricatives and 
affricates. Due to the airstream mechanism employed (the glottalic), ejectives 
are made without voice, and the manners of articulation found are, of course, 
exactly those obstruents where voiceless segments are common in pulmonic 
egressive speech. It is technically possible to produce other voiceless sounds 
with a glottalic egressive airstream, but voiceless sonorant consonants and 
vowels made in this manner are so faint as to be hardly perceptible. 

Table 4.7 demonstrates a range of possible ejectives, with examples from 
languages that use these sounds; ejective stops and affricates occur more 
frequently than ejective fricatives. 

Implosives 
Voiced implosive (or simply implosive) is the term generally applied to 
stops made on the glottalic ingressive airstream mixed with a voiced pul-
monic egressive one as described in Chapter 2. Languages that use this 
mixed airstream only have oral stops on it; however, it is quite possible to 
make the whole range of voiced consonants and vowels on the airstream, 
and it is quite likely that vowels preceding and following implosives (espe-
cially if the vowel is 'framed' by two implosives) may well be pronounced 
on the mixed airstream on occasions by speakers. 

Although rare, in a few languages stops may be produced on a glottalic 
ingressive airstream alone, without the added voiced pulmonic egressive 
air: these we will term 'voiceless implosives'. We include below the symbol 
devised for a voiceless bilabial implosive at the Kiel convention of the IPA 
in 1989, although subsequently recognition was withdrawn from this and 
similar symbols for other places of articulation (presumably because the 
sounds are so rare linguistically). Instead, voiceless implosives should now 
be transcribed by adding the voiceless diacritic to the symbols for the 
voiced sounds. 



Table 4.7 Some ejectives 

Ejective stops 
Bilabial 

Alveolar/ dental 

Velar 

Ejective fricatives 
Labiodental 

Alveolar 

Velar 

Uvular 

Ejective affricates 
Alveolar 

Post-alveolar 

Alveolar lateral 

Table 4.8 Some implosives 

Voiceless bilabial 

Voiced bilabial 

Voiced alveolar 

Voiced palatal 

Voiced velar 
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p' 
KalispeI [pt :JXwp, :JXw oth

] , old'; Skagit [qXep']'bird landing' 
t' 
Amharic [t'errege] 'he swept'; Tigre [Jari;t']'line' 
k' 
Hausa [k'a:ra:]'to increase'; Xhosa [uk'uxu1a]'to tow' 

f' 
Kabardian [fezef'] 'good woman' 
5' 

Amharic [5' afe] 'he wrote'; Hausa [5' a ra] 'contemporary' 
x' 
Tlingit [x'a:t] 'file' 
X' 
Xhosa [ux' ot' i] 'bravery' 

1S' 
Hausa [1S' a: ra: ]'to arrange'; Salish [1S' aH]'it's cold' 

t1' 
Amharic [t1'errese] 'he finished'; Chipewyan [t1'ov] 'quill' 
ti' 
Chipewyan [ti'uli]'rope'; Salish [ti'aq'] 'hot' 

Implosives 

6 (or p) 
Lendu [t>at>a] 'attached tot; Uzere Isoko [ot>a] 'rooster' 
6 
uduk [6al] 'back of neck'; Sindhi [6ani] 'Reld' 
cf 
Hausa [harcfoo] 'Fulani man'; Sindhi [cfinu] 'festival' 

f 
Sindhi (fatu] 'illiterate' 
g 
Lendu [go] follow'; Sindhi [ganu] 'handle' 
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Implosives at various places of articulation are possible, and examples 
of both voiceless and voiced implosives are given in Table 4.8. 

Clieks 
Clicks are all of abasie stop manner of articulation. However, as well as 
the variety of places of articulation that they can occur in, there is a set of 
dick combinations that are found in most languages that have dicks. 
Because dick sounds are made with a velaric airstream mechanism, the 
vocal tract below the velic dosure can still be used to produce sound. 
Therefore, voicing can be maintained during dick production, as air can be 
passed through the vibrating vocal folds; if the velum is lowered, air can 
flow through the nasal cavity during dick production; dick release can be 
accompanied by aspiration; and by affrication (i.e. velar affrication caused 
by a slow release of the velar dosure) ; and by glottal stop. A wide variety 
of other combinations (such as voiceless nasal airflow, that in some 
instances appears to be ingressive; and various phonatory settings) can also 
be found, and readers should consult Laver (1994) and Ladefoged and 
Maddieson (1996) for further information. 

It is becoming current practice to recognize that all dicks involve some 
kind of combination of articulation. The so-called simple dicks do, in fact, 
involve a combination between a velar dosure (i.e. [kJ) and the dick place 
of articulation: although of course the [kJ is not heard as it is overlapped 
by the dick sound itself. In other instances, the accompaniment is heard. In 
transcribing dick sounds therefore it is now usual to combine the [kJ with 
the dick symbol for a 'simple dick' (using the tie-bar diacritic to show 
simultaneous articulation; see Chapter 7), and relevant other symbols for 
other combinations. Some of these can be seen in Table 4.9. 

Khoisan languages in particular can show a very large number of pos si-
ble dick combinations, and so to illustrate dick use in language, we restriet 
ourselves to just so me examples from lX6ö as displayed in Table 4.10 
(analysed by Traill, reported in Ladefoged and Maddieson, 1996). The 
account of IGui given by Nakagawa (1996) also demonstrates how complex 
dick systems can be. 

Table 4.9 Some dick combinations 

'Simple' 

Voiced Nasal Aspirated Affricated Glottal stop 

Bilabial kO 90 1)0 k0 h 
kX6 ill5 

Dental 
kf ~ .]I kjh 

kxl i'kl 

Alveolar kT g! .)T 

j(fh 
kX! ?k! 

Palatal 
k+ 91 1)+ 

fih 
kx+ 

i'k+ 

lateral kjJ 

9il 

.)jJ 

kjjh 
kXif ?klI 
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Table 4. 1 0 Clicks in !X66 

Bilabial Dental Alveolar Lateral Palatal 

98oo 9faa g!aa 9i]aa 9+aa 
type of worm 'work' 'accompany' 'beg' 'exploit' 

2 k866 kfaa k!aa kTiaa k+aa 
'dream' 'move off' 'wait for' E_oison' 'bone' 

3 k8hou kjhaa kihan kllhaa k+haa 
'ill fitting' 'be smooth' 'inside' 'other' 'stamp flat' 

4 G8oo Gfaa G!aa Gila a G+aa 
'be split' 'spread out' 'brains' 'light up' depress' 

5 q86u qj'aa qj)aa q+aa 
'wild cat' 'rub with hand' 'hunt' 'thigh' 'conceal' 

6 o8go or aa r]Taa Oil a a o+aa 
'louse' 'see you' 'one's peer' 'grewia berry' 'peer into' 

7 r]8a7a olu7i r]!ai'm olla7m r]+G7a 
'be close 'be careful' 'evade an 'be damp' 'be out of reach' 

__!_ogether' attack 
8 7o8aje 70faa ?r]j]aha 7o+au 

'tree' 'to suit' 'lie horizontal' 'amount' 'right side' 
9 r)Ghoo r] I haa O""j'h'. r] II haa r)+h aa I). 81 

'smeared with 'look for 'fall' 'carry' 'ahead' 
dirt' spoor' 

10 k8x66 kf'aa k!"aa k]xaa k?aa 
'walk slowly' 'dance' 'go a distance' 'scrape' 'mind out' 

11 g8kxana 9fkxaa 9Tkxan 9i]kxa7n g+kxa7a 
'make fire with 'soften' 'splatter water' 'calf muscle' 'sneeze' 
sticks' 

12 k8'q'6m lfq'aa k!'q'aa i(]'q'aa k+'q'aG 
'delicious' 'hand' '_pread out' 'neck' 

13 g8q'66 9fq'aa g!q'aa gllq'aa g+q'aa 
'fly' 'chase' 'cry incessantly' 'tumor' 'ground to 

powder' 
14 98hoo 9j'haa 9Th a a 9i]haa g+haa 

'sp. bush' 'stale meat' 'thorns' 'bone arrow 'cut' 
tip' 

15 k87oo kf7aa k!7aa k]7aa kfi'aa 
'be stiff' 'die' 'be seated' (pi) 'not to be' 'shoot you' 

16 q8'Gm qj'an q!'ama qj)'ura qf'an 
'close mouth' 'small'(pl) 'stickgrass' 'turn one's 'lay down'(pl) 

back' 
17 Glhao G!hapa Gllhae 

'put into' 'grey haired' 'push away' 
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Further reading 

Again, we recommend phonetics texts such as Abercrombie (1967), Brosnahan and 
Malmberg (1970), catford (1977, 1988), Clark and Yallop (1995), ladefoged (1993) and 
laver (199 A) for an examination of obstruents, with laver (199 A) providing the most 

detailed account. ladefoged and Maddieson (1996) illustrate a wide range of obstruents 
in different languages. 

Short questions 

1 What consonants count as obstruents? 
2 What are the three phases of the stop? Illustrate with diagrams. 
3 Describe nasal and lateral release of stops with examples from English. 
4 Describe the main ways in wh ich fricatives can be sub-divided. 
5 What is aspiration? Comment on stops and phonation. 
6 How do trills and taps/Raps differ? 
7 Describe the sequence of events needed to produce affricates. 
8 How can dick consonants be combined with other articulatory events? 

Essay questions 

1 Describe the three stages of stop produdion and the range of modincations that can take 
place at these stages. Illustrate your answer with relevant diagrams. 

2 How are fricatives produced? Describe the main divisions of fricatives in terms of cen-

tral/lateral and channel shape. Use diagrams to illustrate your answer. 
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Introduction 

Nasals 

Introduction 

Segments of speech: 

and vowels 

Approximants 

Vowels 

In this chapter we will look at the different types of sonorant consonants 
(nasals and approximants, including lateral approximants and semi-
vowels), and the vowels. This will then conclude our examination of the 
articulation of the segmental aspects of speech. 

Nasals 
As we noted in Chapter 3, nasal stops can occur at a large number of places 
of articulation. However, in this section we will be concerned with two 
main areas of interest: nasals and phonation, and nasal-oral stop combi-
nations. Nasals are hybrids in some respects in that, while they are made 
with a complete closure in the oral cavity (and so are stops), they have a 
comparatively free passage of air through the nasal cavity (and so are like 
approximants). That is why, although they were classed together with stops 
in Chapter 3, they are categorized as sonorants here. This reflects a differ-
ence between articulatory classifications and perceptual ones: terms such 
as 'stop' and 'approximant' refer to the way a sound is produced, while 
terms such as 'sonorant' refer to the sound quality we perceive. 

Although pulmonic egressive obstruents can occur both voiced and 
voiceless, sonorants are much more commonly found voiced. As we will 
see, some languages do use voiceless sonorants contrastively (and devoiced 
sonorants may occur as positional variants), but because of the lack of tur-
bulence in such sounds they lack acoustic power and are therefore much 
quieter sounds than their voiced counterparts. This is true of nasals as well 
as approximants. Nevertheless, some languages do make use of voiceless 
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Table 5.1 Nasal stops 

Bilabial 

Dental 

Alveolar 

m 
Irish [ma]'good'; Dyirbal [midin]'possum' 
I) 
French [1):J!l:le]'our'; Tigre [I)ebi!l'wine' 
n 

Voiceless alveolar 
Burmese [nä]'pain'; Oaxaca Chontal [panta]'bag' 
n 

Retroflex 

Palatal 

Velar 

Uvular 

Burmese [I)ä]'nose'; Oaxaca chontal [pal)ta] 'he will go and stay' 

'1. 
Tamil [ua'l.clr]'cart'; Margany [waka'l.]'crow' 
p 
Sundanese [poko!]'to take'; Jalapa Mazatec [pa]'we' 
I) 
Walmat;ari [I)apal'water'; Burmese [I)a] , a fish' 
N 

Japanese [daNdaN]'gradually'; Inuit [saaNNi] 'his bon es' 

nasals, and some examples are given in Table 5.1. The rest of the table illus-
trates a range of voiced nasal stops in a number of different languages. 

In Chapter 4 we looked at how sequences of oral and nasal stops can 
occur and at how, when they do, the nasal stop can take the place of either 
the approach or release stage of the plosive. In these instances, therefore, 
we have two contiguous sounds with an overlap. However, there are also 
instances where a single segment can have both nasal and oral aspects 
within it. This can occur, for example, when a basically oral stop might 
have a brief nasal portion at the beginning of the closure stage: this can be 
termed apre-nasal oral stop (the terms in this section are taken from Laver, 
1994). Conversely, a basically oral stop might have a brief nasal portion at 
the end of the closure stage, just before the release (this is what distin-
guishes this sound from a nasally released stop): this can be termed a post-
nasal oral stop. 

Furthermore, we can find examples where the segment can be considered 
basically a nasal stop, with brief portion of oral closure either at the begin-
ning or end of the closure stage. These sounds can be termed pre-occluded 
nasal stops and post-occluded nasal stops. Clearly, in all these types, the 
nasal and oral elements will share the same place of articulation: they will 
be what is termed 'homorganic' (though they may not share the same voic-
ing type). 

Laver (1994) suggests that these complex segments should be transcribed 
with a small raised symbol to denote the brief portion of the sound (i.e. 
either the oral or nasal portion). This device is commonly used in tran-
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Table 5.2 Complex nasal and oral stops 

Bilabial Alveolar I retroflex Velar 

Pre-nasal oral stop "'b "d gg 

Kikuyu ["'bur a] Sinhalese [ka"da] Tiv [gguhwar] 
'rain' 'trunk' 'leg/foot' 

Post-nasal oral stop p"' t" 
Vietnamese (I\(' p"'] Vietnamese [bat"] Vietnamese [)(ak'1] 

'grade' 'bowl' 'upper Aoor' 
Pre-occluded nasal Pm 'rt kl) 

Arrernte [Pmwa.ta] Arrernte [ka'rta] Arrernte [ akl)a] 
'coolamon bosket' 'top' 'carry' 

Post-occluded nasal mb n' l)g 

Acehnese [hamba] Amuzgo [n 'a] Zhongshan Chinese 
'servant' 'our children' [l)gy] 'fish' 

scription to mark a short or secondary characteristic. This would give us 
(using examples) [mb] for a pre-nasal oral [bm] for a post-nasal 
oral stop, [ m] for pre-occluded nasal stop, and [m ] for a post-occluded 
nasal stop. The use of some of these types is illustrated in Table 5.2. 

Laver (1994) suggests that if we wish to transcribe these complex seg-
ments without specifying whether the oral or nasal portion is dominant, 
then we can use [mb] and [bm]. 

Approximants 

As we noted in Chapter 3, approximants can be divided into the non-
prolongable semi-vowels and prolongable other approximants. These latter 
can be further divided into central and lateral approximants. We will there-
fore examine these different categories in turn. Approximants are normally 
voiced in natural language; where common voiceless versions are found this 
is noted. 

Semi-vowels 

Semi-vowels are glide-like movements from a tongue position equivalent to 
one of the high vowels (that is, a vowel with the tongue high in the mouth; 
see the following section), immediately away to the position for the follow-
ing sound. If we try to prolong these sounds, what we actually hear is the 
equivalent high vowel. 

The high vowels are found in the front (or palatal) region of the vowel 
area, and the back (or velar) region; further, they can be made with or 
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without lip-rounding. This gives us four possibilities: front unrounded; 

front rounded; back unrounded; back rounded. Table 5.3 shows the rela-

tionship between the symbols for the high vowels and the semi-vowels. 

As can be seen from the table, the high central vowels ([i, tl]) can also 

have semi-vowel equivalents. The two central semi-vowel symbols are not 

officially sanctioned by the IPA, but are derivable by imitating the way that 

the central vowel symbols were established. The semi-vowels are normally 

given place of articulation labels similar to other consonants rather than to 

vowels. This means that rounded semi-vowels are considered to be double 

articulations (see Chapter 7), with both labial approximation and palatal 

or velar. The places of articulation of the semi-vowels are: [j] palatal, [q] 

labio-palatal, [U[] velar, and [w] labio-velar. The central semi-vowels do not 

have official names, but we could term them: [J-] post-palatal-pre-velar, and 

[w] labio-post-palatal-pre-velar. These awkward names clearly suggest that 

vowel terminology might be preferable with semi-vowels. 

Semi-vowels can be followed immediately by their equivalent vowel; for 

example, in English we have [wu] combinations (e.g. 'woo'), and [ji] co m-

binations (e.g. 'yield'). In these instances there is still abrief glide element 

before the vowel: with the [wu] example there is a slight weakening of the 

lip rounding as the speaker moves from the glide to the vowel (also a slight 

lowering and advancement of the tongue), and with [ji] there is a slight 

lowering and retracting of the tongue. Table 5.4 shows the use of so me of 

the semivowels in different languages. 

Table 5.3 Vowels and semi-vowels 

front unr. 

front r. 

c. ntral unr. 

Vowel 

Semi-vowel 

r. = rounded; unr. = unrounded 

Table 5.4 Semi-vowels 

Unrounded 

Rounded 

j 

We/sh [jar8j'language' 

Chengtu Chinese Uij' one' 

LI 

French [Lli!j'eight' 

Chengtu Chinese [Llvj'rain' 

c.ntral r. 

back unr. 

back r. 

Uj 

Galician [atUjoj'something' 

Korean [Ujizaj'doctor' 

w 

English [weitj'weight' 

Chengtu Chinese [wuj'five' 

i y ˆ ¨ µ u
j Á Ô. w Â w
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Semi-vowels are normally voiced, but in so me environments in certain 
languages they may become devoiced to a greater or lesser degree. A voice-
less version of [w] occurs sufficiently often for the IPA to provide a symbol 
for the sound ([MJ); this is the sound of 'wh' in words such as 'when' in 
many varieties of English. However, because voiceless semi-vowels like this 
have a high degree of turbulent airflow, so me phoneticians prefer to dass 
them as fricatives (see Table 4.3). 

Central approximants 

Non-semi-vowel approximants can be made with either central or lateral 
air flow. The central approximants fall into two types: those that are 
weaker versions of voiced fricatives, and rhotic approximants. 

Weak fricative approximants can be produced at all the places of artic-
ulation at which voiced fricatives occur. However, there is only one special 
symbol for this group: [v] for the voiced labiodental approximant. Other 
weak fricative approximants are transcribed by use of the symbol for the 
voiced fricative and adding the diacritic that denotes a more open articula-
tion (approximants of course have a wider or more open articulation such 
that the airflow does not become turbulent).l 

retroflex-r bunched-r 

Figure 5. 1 Bunched 

and retroflexed 

approximant-r 

The term 'rhotic approximant' is used here to stand for apical-r types only. 
Two places of articulation for these are recognized on the IPA chart: post-alve-
olar and retroflex. For both types, the tongue tip is raised and points either 
directly upwards towards the rear of the alveolar ridge, or is bent backwards 
to a more retroflex position. There is a hollowing of the body of the tongue for 
both of these sounds, although it has been noted that some speakers produce 
a different tongue configuration for these rhotic approximants whereby the 
front of the tongue is bunched up in the mouth and the tip is drawn back into 
the body (Figure 5.1). The bunched-r sounds remarkably similar to the 

1 The difference between an approximant version of the voiced velar fricative [~], and the 
velar semi-vowel [U[] is that the latter requires spread lips, and must have a slightly opener 
articulatory channel so that it becomes [w] if prolonged. 
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Table 5.5 Central approximants 

Weak 
fricatives 

Rhotics 

Bilabial 

IT-
Spanish 
[aIT-oyat\o] 

'Iawyer' 

Post-alveolar 

J 

Labio-dental 

u 
Tamil 
[uoZi] 

'path' 

Edo [iuaba] 'rubber' 

London English [Jed] 'red' 

Dental 

t\ 

Spanish 
[aIT-oyat\o] 

'Iawyer' 

Retroflex 

.t 

Velar 

'{ 

Spanish 
[aIT-oyat\o] 

'Iawyer' 

Hausa [ba.ta:] 'begging' 

Plymoufh English [.ted] 'red' 

hollow-shape rhotics, and the choice between them appears to be speaker-

specific. Laver (1994) suggests the symbol ['" J for a bunched-r, but this is 

not IPA sanctioned. 

Table 5.5 illustrates some of these central approximants in a variety of 

languages. 

Whereas we have classed the rhotic approximants as separate from the 

weak fricative type, we must also recognize that these rhotics mayaiso 

occur with fricative airflow in certain environments in so me languages. 

For example, in English the [lJ following [dJ (as in 'drain') is fricative. This 

is shown in IPA by use of the raising diacritic to denote a narrower chan-

nel for the airflow: [tJ. Indeed, rhotic approximants mayaiso be found 

voiceless, either with or without friction. For example, in English the [lJ 

following [p J is devoiced, whereas following [t J it is both fricative and 

devoiced: [;r J in 'pray', and m in 'train'. 

Lateral approximants 

Lateral approximants all have a closure between the tongue and the roof of 

the mouth, with air escaping smoothly through a channel at one or other (or 

both) sides of the tongue. This means that lateral approximants can only be 

made at those places of articulation where the tongue tip and body are the 

active articulators. It is of course possible to allow air to escape at the side of 

the mouth with an otherwise bilabial closure and so this might be thought of 

as lateral as well; however, such an articulation is not exploited linguistically, 

even if it may be a characteristic of so me individual speakers. 

Normally, lateral approximants, like other approximants, are voiced. 

Devoiced varieties may be encountered in some languages in specific envi-
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Table 5.6 Lateral approximants 

Dental 

Alveola r Voiceless a lveolar Retroflex 

I 

1 

L 

Portuguese [J i f u] English [Iif ] 

Burmese Ua] 

Tamil [vaL] 

'rubbish' 'Ieaf' 'beautiful' 

'sword' 

Watiarri [kuJu] Watiarri [kulu] 

Toda [ka!1 

Toda [paL1 

'sweet potate' 'Rea' 'srudy' 'bangle' 

Pala ta l Velar 

Flapped alveolar 'Dark-I ' 

A L J t 

/talion [fiAk>] Me/pa [raL] KiChaka [iJaa] English [f it] 

'son' 'two' 'to dress oneself' ' feei' 

Spanish [A:>r 0] Mid-Waghi [alale] Marshallese [tat] 

'I weep' 'dizzy' 'knock' 

ronments (e.g. [IJ in English 'play'). Further, some languages have voiceless 

o 

laterals as contrastive sounds; however, as with the voiceless semi-vowels 

referred to earlier, it is not always easy to determine whether these sounds 

should be classed as approximants or fricatives. A few languages use a lat-

eral version of a flap, that can be termed an 'alveolar flapped lateral 

approximan t'. In this sound, a very brief lateral configuration is made as 

the tongue tip flaps against the alveolar ridge. Table 5.6 illustrates a range 

of lateral approximants. 

Vowels 

Vowels are more difficult than consonants to describe articulatorily, because 

there is no contact or near contact between the articulators. Most phoneti-

cians, therefore, have avoided the place of articulation labels used for conso-

nants, although recently there has been a tendency to see whether 

descriptions for consonants and vowels can be brought further together. 

Vowels need to have a very wide articulatory channel (as compared to all 

consonant types), however, even with this wide channel there is a compara-

tively large area within the oral cavity within which the tongue can take posi-

tion to make vowels. This 'vowel area' is shown in Figure 5.2. We can see 

from the figure that the vowel area is in the form of an ellipse, and that the 

tongue can move from a fairly high to a low position within it, and from a 

fairly front to a back position. If the tongue is raised above the upper, front 

or back boundaries of the vowel area the resultant sound will be approxi-

mant or fricative. Traditionally, therefore, phoneticians have attempted to 
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Figure 5.2 The vowel area 

describe vowels in part by stating where 
within the vowel area the tongue is placed. 

However, the tongue is, of course, a 
large articulator, and rather than describe 
where the tip, blade and dorsum all are, it 
has become standard to note only where 
the highest point of the tongue is during 
the production of the vowel. Normally, the 
tongue takes up a convex shape when 
making vowels (see 'secondary articula-
tions' in Chapter 7 for an exception to this 
practice), and it is the highest point on the 
tongue arch that is used to describe the 
vowel position. It is assumed that the posi-
tion of the rest of the tongue is derivable 
from the highest point. 

Of course, the tongue can take up a 
myriad of slightly different positions 
within the vowel area, all of which will 
produce slightly different vowel sounds. 
We cannot hope, therefore, to produce a 

labelling system for vowels that can capture every possible tongue posi-
tion. We could get near this if we took X-ray pictures (see Chapter 12) of 
someone making large numbers of slightly different vowel sounds, and 
then measured the tongue position on the X-rays. It is not practicable to 
do this normally, and so we have to make do with a manageable number 
of regions within the vowel area. We are helped in this by the fact that 
naturallanguages do not have vast numbers of contrastive vowel segments 
(though there can be well over 20). 

Phoneticians normally make use of a stylized version of the vowel area, 
in the shape of an irregular quadrilateral (see Figure 5.3). Unfortunately 
they do not always agree as to the number of regions this quadrilateral 
should be divided into. To some extent this dis agreement reflects geo-
graphical differences (British phonetics as opposed to American), and the 
different needs of phoneticians as opposed to phonologists. We adopt here 
a maximal labelling system, derived from both the phonetics and the 
British tradition. We consider that in terms of tongue height we should 
identify four degrees: dose (the tongue is elosest to the roof of the mouth 
yet still within the vowel area); dose-midi open-mid, and open (the jaw is 
fully open, and so the tongue is low in the mouth). These are plotted on 
Figure 5.3. (Older terms may well be found: elose, half-elose, half-open, 
open; high, half-high, half-Iow, low; high, mid, low.) If we think of vowels 
in English, we find that a vowel such as [iJ in 'tea' is a elose vowel (though 
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usually not fully elose) , whereas the [a] in 'spa' 
is an open vowel. The vowel in 'get' varies dose 

between elose-mid and open-mid depending 
on local variety, and can be transcribed as 
either [e] or [e]. 

In terms of anteriority (i.e. 'frontness-back-
ness') we adopt a tripartite division into front, 
central and back, although other traditions 
divide solely into front and back. English [i] in 
'tea' is a front vowel (though not always fully 
front), whereas English [;-,] in 'paw' is a back 

front central 

open 

vowel. An example of a central vowel in Eng- Figure 5.3 The vowel quadrilateral 
lish might be the vowel [A] in 'hut', though we 
do recognize that not all varieties of English have this vowel. Another 
example is the 'schwa' vowel which is made in the centre of the vowel area. 
This is found in many unstressed syllables in English, for example, 'agree', 
'banana', and 'phonetics'; it is transcribed [g]. 

We also need to remember that it is not only a vowel's tongue position 
that needs to be described, but also its lip-shape. Lip shape is described 
normally as being either rounded or unrounded, although a slightly more 
detailed analysis gives us rounded, neutral and spread. These lip shapes are 
portrayed in Figure 5.4. In English, [i] is pronounced as a spread 
(unrounded) vowel, with [A] having a neutrallip shape, and [;-,] a rounded 
one. With lip rounded vowels the degree of lip rounding normally changes 
as we move from elose to open tongue height. This is a result of progres-
sively wider jaw opening: with an open jaw for an open vowel it is of course 
not possible to have a tightly rounded lip shape. Nevertheless, different 
degrees of eloseness of rounding may need to be described to compare 

unrounded 
rounded 

93 

back 

neutral 

Figure 5.4 
Lip shapes 

close-mid

open-mid
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similar vowels between languages, or local accents (or even individual 
speakers): in this case we use the terms 'elose rounded' and 'open rounded'. 

Finally we can consider voiceless vowels. These are rare in the languages 
oE the world, but some northern accents oE French (e.g. oE Brittany and 
Normandy) have devoicing oE [i] and [y] (and occasionally other vowels as 
well) in word-final position Eor at least part oE the vowel, e.g. [wi] 'yes'. In 

o 

J apanese voiceless vowels regularly occur as position al variants between 
voiceless obstruents: [kufi] 'cornb' . Few languages appear to use voiceless 

o 

vowels contrastively, however, Laver (1994) notes that in Comanche these 
vowels are not simply positional variants; Eor example, we have [paka] 

o 

'arrow', although the language also allows final voiced vowels. 

The Cardinal Vowel System 

Labelling vowels from an articulatory standpoint proves problematic, as we 
noted above. Even a phonetician would find it diEficult to be as precise 
describing the position oE the articulators in their own production oE a 
vowel compared to that oE a consonant. This diEficulty was addressed early 
in the twentieth century by Daniel Jones, one oE the leading phoneticians 
oE the British School. He decided to alter the approach to the problem oE 
vowel description by concentrating on the perception oE vocalic differences, 
rat her than the production. To do this he devised the Cardinal Vowel 
System (first described in 1917). This system is at least partially derived 
from the cardinal points oE the compass. Just as any direction can be 
recorded in terms oE how elose it is to the Eour cardinal points (North, 
South, East and West), so Jones thought up a system whereby any vowel 
quality heard by a trained phonetician could be recorded in terms oE how 
elose it sounded to a cardinal vowel quality. Clearly, these cardinal vowel 
qualities had to be learnt by the phonetician (and thereEore had to be 
unchanging so that everyone would be using the same system); also there 
could not be too many oE them, so that they would be easy to learn. 

J ones decided to chose vowels that would be defined in terms oE the 
vowel area, rather than vowels oE a specific language: the Cardinal vowels, 
thereEore, are language neutral. For the sake oE consistency, he also decided 
that they should be peripheral vowels: that is to say they should be around 
the edge oE the vowel area. It would be straightEorward to ensure that these 
vowels, when produced, had the tongue on the edge oE the area - it would 
be much more diEficult to insist that some oE them were pronounced at par-
ticular points within that area. Finally, he decided that the spacing between 
the cardinal vowels would be equal: but not physically equal (we have 
already commented on the diEficulty oE knowing precisely where the tongue 
is when making vowels), but auditorily equal. By this we mean that the 
movement from one cardinal vowel to the next should sound as iE the 
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spacings were equal. Auditory equidistance is much easier to produce for a 
well-trained ear than attempts at physical equidistance. 

Jones constructed the Cardinal Vowel System in three main stages. First, 
he chose two anchor points which could be found physically in a straight-
forward manner. The first of these points was the highest frontest vowel 
that could be made without the sound becoming consonantal (i.e. the top 
left point of the vowel area in Figure 5.2). This he labelled 'Cardinal Vowel 
l' (CV1). The second anchor point was the lowest backest vowel he could 
produce, without the sound becoming some kind of pharyngeal consonant 
(i.e. the bottom right point of the vowel area in Figure 5.2). This he labelled 
'Cardinal Vowel5' (CV5). 

For his second stage, Jones fitted three more Cardinal vowels along the 
front periphery of the vowel area between CV1 and CV5. These five vowels 
were all auditorily equidistant from each other, and all were pronounced 
with unrounded lip shapes (CV1 has a fully spread lip shape, but as the 
jaws open progressively to go from CV1 to CV5 the lips adopt a looser 
spread and then almost neutral shape). In stage three, Jones added in three 
more Cardinal vowels between CV5 and CV1 along the back periphery of 
the vowel area. Again there is auditory equidistance between the vowels, 
but this time all three are pronounced with lip rounding, and this gets pro-
gressively tighter as we move up from CV6 to CV8. The Cardinal Vowel 
System is shown in Figure 5.5 displayed on the stylized vowel area quadri-
lateral, with the CV numbers and the symbols Jones associated with each 
vowel. 

The system was to be used by the trained phonetician who would hear a 
vowel quality and elassify it in terms of how elose it was to a particular Cv. 
This would be done by specifying whether it sounded higher, or more 
advanced (i.e. more front), or more retracted, or more/less rounded than 
the CV in question. Note that these descriptions concerned whether the 
vowel sounded higher etc. than the cardinal quality, there was no explicit 
elaim that the tongue was physically 
higher. The vowel under investigation . 1.1 
could be plotted onto a vowel quadrilat-
eral and so the relationship with CV 
quality could be displayed visually. Also, 
aseries of diacritics have been approved 
(for example by the IPA) over the years 
which can be added to vowel symbols 
to denote features such as 'advanced', 
'retracted', 'higher' and so on. 

While having only eight Cardinal vow-
eIs meant the system was easy to use, the 
asymmetrical split between rounded and Figure 5.5 Primary Cardinal vowels 
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9. Y 

17.18. 
t H 

W 16. 

Y 15. 

A 14. 

o 13. 

Figure 5.6 Secondary Cardinal vowels 

unrounded vowels did cause so me-
thing of a problem. The reason for 
this division probably reflects Jones's 
language background: English has 
front unrounded vowels and back 
rounded ones (more or less like the 
CV system). However, front rounded 
vowels are common (many European 
languages have them), and back 
unrounded vowels, though perhaps 
less common, are by no means 
unusual. There is also the fact that 
many languages have a range of cen-
tral vowels. So aH three of these fea-

tures (front rounded vowels, back unrounded vowels and central vowels) 
can only be shown on a CV system through the use of diacritics. 

To overcome this objection, Jones added to the eight primary Cardinal 
vowels a system of ten secondary Cardinal vowels (see Figure 5.6). CVs 
9-13 have exactly the same tongue positions as CV s 1-5, but have rounded 
lip shape instead of spread (tight rounding for CV9 becoming progressively 
looser as you go to CV13). CVs 14-16, on the other hand, have unrounded 
lip shape, becoming fuHy spread at CV16. The final two CVs were an 
unrounded and a rounded central vowel midway between CV1/9 and 
CV8/16. Jones did not propose symbols for any opener central vowels, but 
such symbols have recently been adopted by the IPA, and we return to this 
area below. 

The Cardinal Vowel System proved popular as a means of vowel descrip-
tions within British phonetics (and to a lesser extent, European phonetics). 
It was never so popular in North America, however. Objections to the sys-
tem were mainly to do with the difficulty in learning it (i.e. you need a good 
teacher, but also a 'good ear'); uncertainty as to whether its auditory basis 
could or should be translated into claims about the physical position of the 
tongue in vowel production; and oddities of the system such as the curious 
arrangement of rounded and unrounded vowels. 

IPA vowel symbols 

It is probably true to say that today aversion of the Cardinal Vowel System 
is still in use in many phonetics training institutions. By this we mean that 
the values of the vowels are taught as a means of familiarizing students 
with a wide range of vowel sounds. However, the arrangement of symbols 
on a vowel chart and the choice of diacritics is likely to be from the 1989 
and 1996 revisions to the IPA, and the tendency is probably to treat 

O
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these as articulatory rat her than audi-
tory descriptions. The current arrange- I Y 
ments of the IPA is shown in Figure 5.7, 
where it can be seen that the division 
into primary and secondary vowels is 
abandoned, replaced by a division 
between unrounded and rounded vow-
eIs .. The list of diacritics that can be 
used with vowels is given in Table 5.7: 

t H 
LU U 

u 
Y 0 

many of these are to do with tongue 0 0 

position, but there also diacritics for lip 
shape, duration, and nasalization. Figure 5.7 IPA vowel chart 

The advanced and retracted tongue 
root diacritics refer to the fact that in so me languages contrasts are made 
between vowels that have the same tongue position, but differ in the width 
of the pharynx (caused through advancing or retracting the root of the 
tongue). Such a distinction is present, for example, in Twi: a language of 
Ghana, and Igbo of Nigeria. In Igbo we can see the advanced and 
retracted vowels in [qb!] 'heart', and [Vb!] 'poverty of ability'. In English 
peripheral vowels (such as [i]) have a wider pharynx than lax vowels (such 
as [I]). However, the tongue positions for such pairs of vowels are also dif-
ferent, so advanced versus retracted tongue root is not contrastive in 
English. 

As well as the diacritics, the diagram in Figure 5.7 also shows what are 
some times termed the 'spare vowel symbols', but more accurately can be 
called 'symbols for lax vowels'. These are symbols for vowel sounds in non-
peripheral areas, and can be used for any vowel in a language that is made 
within the area concerned. Amongst these symbols is the central 'schwa' 
vowel we referred to above, but the 1996 IPA revision also includes sym-
bols for the close-mid and open-mid rounded and unrounded central 
vowels. 

Table 5.7 Vowel diacritics 

Advanced 9 Mid-central ized 
Retracted ~ More rounded 
Raised ~ Less rounded 
Lowered ~ Nasalized 
Raised & lowered (former) E? ~ Long 
Advanced tongue root y Half-Iong 
Retracted tongue root y short 
Centralized e Non-syllabic vowel 
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Figure 5.8 Vowel chart of the English 
monophthongs 

Diphthongs 

To demonstrate the Cardinal Vowel System 'in 
action', we include here as Figure 5.8 a vowel 
quadrilatral with the monophthong vowels of 
southern British Standard English ac cent plotted 
on it. On the chart we mark each vowel phoneme 
(i.e. the most common allophone of the phoneme) 
with a filled circle, and use the normal simple 
symbol used in most phonological analyses of this 
variety of English. Examples of these vowels as 
CV symbols with diacritics are as follows: /il = 
[i -], 111 = [1], lai = [a], etc. Readers can match the . . 
diacritics to the position of the symbol on the 
diagram. 

In Chapter 3 we noted that vowels can be termed monophthongs (or 'pure' 
vowels) if they maintain a relatively stable tongue position throughout the 
segment. Diphthongs are vowel segments where the tongue position moves 
from one point to another during a single syllable. Triphthongs also seem 
to occur in so me languages (with the tongue gliding from an initial to a 
medial position, and then changing direction to a third position), but like 
diphthongs they must be restricted to a single syllable. Diphthongs are 
transcribed by using the vowel symbol for the initial tongue position and 
that for the final one and, optionally, a tie-bar diacritic over the two to show 
they constitute a diphthong rather than aseries of two vowels (i.e. in two 
syllabies). Among the diphthongs of English are [m] as in 'sky', [au] in 
'now', and [;)I] in 'toy'. Southern British English (SBS) accents may have 
triphthongs in words such as 'fire' and 'tower' ([faI;)], [tau;)]), but in rapid 

Figure 5.9 Vowel chart of English 
diphthongs 

speech they are often simplified to diphthongs 
through the omission of the second element. We 
chart in Figure 5.9 a selection of diphthongs 
from the SBS accent. 

Diphthongs can be sub-divided in terms of 
whether the greatest intensity and duration lies 
at the initial or final stage, or in terms of the 
direction of tongue movement. For example, a 
diphthong such as English [aI] in 'sky' is termed 
a 'falling' diphthong because the initial element 
is Ion ger and more intense than the final (in 
other words, the diphthong falls away). Con-
versely, if the greatest intensity and duration is 
found on the final element, as in Welsh [m] in 

•

•

•

••

•

•

•

•

•
•

•

•

•

•

•

•

•i
I

e

Q

u
U

ç!

A
Å!

´!

√!•

Œ!

•

•

•

••

•

•

•

aI aU

eI oU

çI

•

•

••

•



Segments of speech: sonorant consonants and vowels 99 

'lliw' (colour), then this is termed a 'rising' diphthong. If necessary, we can 
add a diacritic to the less intense (or non-syllabic) part of the diphthong, 
as in [a,.!] or or write this element as a semi-vowel: [aj], [ju].2 Catford 
(1977) points out that this distinction may be too simplistic, as diphthongs 
may involve a smooth tongue glide from one position to another without 
noticeable differences in duration on any element, or they may move in a 
sequential fashion in which the tongue rests for a time at one location 
before moving rapidly to another. 

If we classify diphthongs according to their direction then we find the 
term 'closing' to refer to diphthongs where the tongue moves from a lower to 
a higher position (i.e. becoming more close) as in [ai]; 'opening' for diph-
thongs where the tongue moves from a higher to a lower position (i.e. becom-
ing opener) as in [ia] found, for example, in Catalan [iaia] 'grandma'; and 
'centring' for diphthongs where the final position is in the centre part of the 
vowel area irrespective of initial position (e.g. [ 1;1], [ ug] of English 'pier' and 
'poor' respectively). It is often noted that, in rapid speech, diphthongs may 
involve shorter tongue glides than in careful speech: for example, in English 
[ai] the tongue may not get above the close-mid position. 

Articulatory description of vowels 

We noted earlier that alternative labelling for vowels did exist that used 
many of the place of articulation labels normally found with consonants. 
Some of this work derived from X-ray studies of vowel production that 
showed that the highest point of the tongue arch could be linked to areas 
of the roof of the mouth traditionally used to classify consonants. Later, 
the phonetician Catford (1977) devised a new way of displaying the vowel 
area and his diagram, at least in part, might be thought to be closer in phys-
ical shape to the vowel area shown in Figure 5.2. We reproduce his diagram 
in Figure 5.10, and it can be seen from this that labels from palatal through 
to pharyngeal can be used to describe vowels, although the labels close, 
half-close, half-open, and open (or similar) still need to be retained. It is 
not clear, however, whether the vowel [a] counts as being both an open 
palatal and an open pharyngeal vowel at the same time. 

Whilst it is possible that further instrumental work on vowel production 
(see Chapter 12) may still result in a major overhaul of how we describe 
vowels, at the moment the system adopted by the IPA (or slight variants of 
it) is still the dominant approach in articulatory phonetics. 

2 It is debateable whether glide+vowel or vowel +glide differ from a rising or falling 
diphthong. Certainly, there is a perceptible difference between English [kju], 'queue', and 
Welsh [kru], 'queue' which seems to be, at least partly, derived from the distinction between 
the glide and vowel elements respectively. 



100 Phonetics: the science of speech 

Figure 5.10 
Articulatory 
vowel diagram 

Examples 

Finally, we show in Tables 5.8-5.10 a range oE monophthongs and diph-
thongs illustrated in a number oE different languages, ineluding a Eew 
examples oE nasalized vowels. It should be noted, however, that the 
example words given usually do not contain exact Cardinal values oE the 
vowels shown; they are, nevertheless, elose to the Cardinal values. 

Table 5.8 Monophthongs 

i

u

o

ç!

A

e

E

a
a_ A_

pharyngeal

uvular

velar

pre-velar

post-palatal
palatal

close

close-mid

open-mid

open

open open-mid close-mid close

ˆ!

i Italian [¥i] ‘him’ (dat) u Lhasa Tibetan [nu˘] ‘west’
e Thai [/e

=
n] ‘ligament’ o Galician [koro] ‘I run’

E Taba [hEn] ‘turtle’ ç Amharic [gWçrf] ‘flood’
a Igbo [ta¤ ] ‘chew’ A Hungarian [hAt] ‘six’
y German [myd´] ‘tired’ µ Sc.Gaelic […µƒ] ‘calf’
O Dutch [bOk] ‘beech’ F Ngwe [mbF] ‘ivory’
ø French [sø“] ‘sister’ √ Korean [b√˘l] ‘bee’
Ø Austrian German [sØ˘] ‘rope’ Å Farsi [nÅn] ‘bread’
ˆ N.Welsh [tˆ] ‘house’ ¨ N.Irish Eng [t¨] ‘two’
I Irish [Il´] ‘all’ U Sindhi [sUr´] ‘tunes’
Q Hindi [bQˇ] ‘cricket bat’ Y Swedish [nYtta] ‘use’ (n)
´ Catalan [blaβ´] ‘blue’ (fem) Œ S.Brit Eng [wŒd] ‘word’
å Palatinate German [{idå] ‘knight’ P S.Walian Eng. [bPd] ‘bird’



Segments of speech: sonorant consonants and vowels 101 

Table 5.9 Diphthongs 

ai German [aisj'ice' ou Dutch [louj'lukewarm' 
ei Catalan [reij'king' EU Slovene [IEuj'lion' 
:Ji Cantonese [s:Jilj'gill' ou Czech [mouxaj'fly' (n) 
ur We/sh [urj'egg' ru We/sh [ruj'is' 
re S.Brit Eng [prej'peer' ue N.Brit Eng [puej'poor' 

Table 5.10 Nasalized vowels 

e 
ä 

ö 

Li 

Sundanese [nii7äsihj'to love' 
Guarani [Je hitä mej'my country' (ace) 
Hindi [säpj'snake' 
Tereno [öwoOguj'his house' 
Portuguese [mLiduj'world' 

Further reading 

French [ooj'one, a' 
Portuguese [nuverj'cloud' 
Polish [3E:usaj'eye-lash' 
Brazilian Portuguese [kaumaj'calm' 
Polish [v5uscij'narrow' 

As in the previous chapter, we recommend phonetics texts such as Abercrombie (1967), 

Brosnahan and Malmberg (1970L Catford (1977, 1988), Clark and Yallop (1995), 

ladefoged (1 993) and laver (1994) for an examination of sonorants and vowels, with 
laver providing the most details. ladefoged and Maddieson (1996) i1lustrate a wide range 
of sonorants and vowels in different languages. 

Short questions 

1 What consonants count as sonorants? 
2 In what ways are nasals hybrid sounds? 
3 Describe the various ways in which nasal and oral aspects can co-occur in a segment. 
4 Describe the main ways in which approximants can be sub-divided. 
5 What is the vowel area? How con we determine its borders? 
6 How have tongue height and anteriority traditionally been sub-divided? 
7 list the eight primary Cardinal vowel symbols by placing them on the Cardinal vowel 

chart. 
a list the 10 secondary Cardinal vowel symbols by placing them on the Cardinal vowel 

chart. 

ø)
e)I)
E)U)
A)U)
ç)U)
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Essay questions 

1 Describe the Cardinal Vowel System, including how it was devised and how it is used. Dis�
cuss some of its strenghts and weaknesses compared to an articulatory approach. Illus�
trate your answer with relevant diagrams. 

2 How are approximants produced? Describe the main divisions of approximants in terms 
of centraillateral and momentary and prolongable. Use diagrams to illustrate your 
answer. 
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Rhythm 

So far in this book, we have been dealing with the phonetic aspects of indi-
vidual speech sounds or segments, and we have explained the IPA conven-
tions for classifying these segments. In this chapter, we move on to examine 
non-segmental characteristics of speech, and suggest means for analysing 
and transcribing them. 

It is clear that speech encompasses a broader range of phenomena than 
just strings of individual segments. In addition to producing a CVCV item 
as in 'coffee' [knfi] for instance, using the appropriate articulatory actions 
for each of the consonants and vowels, speakers must also indicate which 
syllable in the item will carry the stress, i.e. whether [kn] or [fi]. Some-
times, it is important to assign stress to particular syllables within certain 
words for the purpose of differentiating meaning. For example, the pho-
netic string [knnv31t] 'convert' has two possible meanings; when the stress 
falls on the first syllable, a noun is intended whereas when the stress occurs 
on the second syllable a verb is meant. Only when the location of the stress 
is specified (i.e. whether on the first or the second syllable) can the possible 
meanings can be disambiguated. Syllable length can also be responsible for 
fulfilling a disambiguating function, as in 'wood' and 'wooed', which are 
distinguishable from one another because 'wooed' [wl:lrd] contains a 
Ion ger syllable than 'wood' [wud]. 
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Additionally, it may be important for speakers to produce a particular 
pitch pattern during their utterance. The word 'ready' [ledil when spoken 
with a rising intonation, for instance, would tend to be interpreted as a 
question ('Are you ready?') whereas, if uttered with a falling intonation, 
would usually indicate a statement ('I am ready'). 

Furthermore, all speakers produce a characteristic voice quality during 
their utterances. We may notice, for instance, that a particular speaker's 
voice is usually rather high-pitched, or tense, or breathy. It mayaiso be that 
speakers produce certain voice qualities only on a temporary basis, such as 
an excessively nasal quality where cold or flu is present. 

Finally, so me of the articulatory characteristics of any given segment are 
capable of influencing preceding and following sounds. For example, the 
first two sounds in 'sleigh' are, according to their IPA specifications, voiceless 
and voiced respectively but, when produced together in this context, the /1/ is 
articulated on a voiceless airstream (i.e. [s!eil). This is because the voiceless-
ness of the /s/ has effectively spilled over into the /1/, resulting in a supra-
segmental phenomenon known as eo-artieulation (discussed in Chapter 1). 

All of these aspects, i.e. stress, length, pitch, intonation, voice quality 
and co-articulation constitute the suprasegmental (i.e. above segmental 
level) or prosodie properties of speech. The term 'prosody' derives from the 
Greek verb meaning 'to sing with' or 'accompanying'. Prosodie aspects of 
speech, therefore, are those which accompany the segmental strings. While 
the prosodie aspects which we have mentioned above can, of course, relate 
to individual segments (a segment can be short or long as in [al versus [ar], 
for example, and it can be uttered on a particular pitch) , we tend to discuss 
prosodie aspects in relation to larger domains, i.e. the syllable, words and 
Ion ger utterances. 

The importanee of prosodie aspects of speech 

There is no doubt that prosodie aspects of speech are important. For 
example, we have stated above that a speaker's choice of pitch contour can 
help to indicate whether the utterance is a statement or a question and we 
have shown that stress location has a disambiguating role with relation to 
meaning. Perhaps even more crucially, in so-called tone languages such as 
Chinese, the pitch shape of a syllable performs a phonemic function. In 
tone languages, speakers must use particular pitch patterns in order to dif-
ferentiate word meaning. For example, McCawley (1978, p.120) states that 
the syllable [mal in Mandarin Chinese has four possible meanings, depend-
ing on the tone which accompanies it, as follows: 

[mal high level pitch: 
[mal high rising pitch: 

'mother' 
'hernp' 



[rna] low, or falling then rising pitch: 
[rna] falling pitch: 

'horse' 
'cold' 
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So, it is clear that prosodic aspects of speech have communicative and 
linguistic relevance. It is also the case that prosody has paralinguistic 
importance. We may, for example, manage to judge speakers' attitudes or 
emotions based largely on the prosodic cues which exist in their speech. A 
narrower pitch range than usual, or lack of intonational variation, may, for 
instance, express a degree of negative emotion, or lack of interest on the 

We should also bear in mind that no utterance can be produced with-
out prosodic aspects. Although speakers may manage, for example, to 
talk at length without producing a single glottal plosive, they cannot 
speak without voice quality, or pitch, or length, or loudness. For this 
reason, an analysis of speech output which ignores prosodic aspects will 
be incomplete. 

We now move on to discuss prosodic aspects in detail. Throughout, we 
must remember that when we analyse prosodic aspects by ear, our analysis 
can only be subjective and relative rather than quantitative. For example, 
we can certainly suggest that male vocal pitch tends to be lower than female 
pitch, or that a given syllable is long in comparison with another one. How-
ever, it is only when we produce acoustic records of speech that can we pro-
vide proof for such statements, using precise measurements of length and 
pitch (see Chapter 9). 

Stress 
We define the term 'stress' here as syllable prominence. Prominence may, of 
course, derive from several phonetic factors such as increased length, loud-
ness, pitch movement or a combination of these aspects. Later in this chap-
ter, and in Chapter 9, we will see that it is sometimes important to specify 
exactly which kind of phonetic prominence is involved but, for the 
moment, we are not concerned with this level of specification. In tran-
scription, it is important to indicate stress both within utterances and 
within words. Within an utterance, for instance, the location of the major 
stressed syllable can be responsible for changing the intended meaning, as 
illustrated in examples la and lb, where the syllables which carry the major 
stress are capitalized: 

la I THOUGHT you would eat it (intended meaning: You have 
eaten it) 

lb I thought you would EAT it (intended meaning: You have not 
eaten it) 
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With regard to indicating stress location within words, we are usually 
concerned with words consisting of two or more syllabies, where the relative 
stress distribution needs to be specified. In such cases, it will normally be the 
case that one of the syllables is more stressed than the others, as in 'YESter-
day' and 'toMORRow'. Syllables which are not stressed are either secondar-
ily stressed or unstressed. For example, in complicATion, it is likely that we 
will perceive so me stress on the first syllable, as well as the major stress on 
the third. The IPA provides two symbols for marking stress, i.e. [ , ] for main 
stress and [ , ] for secondary stress. So, for example, the following transcrip-
tions capture the stress patterns of so me English words: 

, contradiction' 
, matrimonial' 
'nevertheless' 
'update' 

[ ,knntJg'dIkfgn] 
[ ,matJI'monigl] 
[ ,nevglog'les] 
[ 'Ap,deit] 

However, while the IPA marks may be ade qua te for capturing stress distri-
bution in words consisting of two or three syllabies, some phoneticians have 
suggested that further types of stress other than just primary and secondary 
need to be distinguished. For example, Gimson (1989, p. 224) points out that 
some pronunciations of 'examination' may allocate stress to each of the five 
syllabies. He says that 'the syllables may be articulated with the following 
order of energy IneI/, Izre/, IIg/, ImI/, I fn/', i.e. so that there is no single syl-
lable that can be described as unstressed. For American English, Trager and 
Smith (1951) stated that four degrees of stress must be specified (i.e. primary, 
secondary, tertiary and weak), and their four stress marks (see Figure 6.1) are 
still in common use today in American studies where stress is discussed. 

Within the context of generative phonology, i.e. the branch of study 
which attempts to account for possible phonological variation by means of 
aseries of predictive rules, Chomsky and Halle (1968: 16), adopt a similar 
system consisting of four degrees of stress, indicated in Figure 6.2. 

Even within individual types of stress, phoneticians have occasionally 
attempted to highlight distinct categories, particularly for the purpose of 
indicating stress distribution in long stretches of connected speech. In such 
contexts, we may wish to capture finer degrees of stress than needs to be 
recorded for individual words in citation form. For example, Gimson 

primary 
secondary 

tertiary 
weak 

1'1 
/'1 
/'1 
I-I 

Figure 6.1 Trager and Smith (1951) 
stress marks 

primary 
secondary 

te rtiary 
quaternary/zero 

Figure 6.2 Chomsky and Halle's 
(1968) stress marks 

primary /1/
secondary /2/

tertiary /3/
quaternary/zero /4/
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(1989) differentiated two versions of secondary stress, as does Wells (1990). 
For Gimson, the distinction is one of rhythmic stress versus non-rhythmic 
stress, where 'rhythmic stress' refers to a rhythmic beat which does not have 
primary stress. Taking the example of 'examination' again, the second sylla-
ble /zre/ has a beat, but it is not the primary stressed syllable. Non-rhythmic 
stress, on the other hand, routinely occurs after the primary stressed syllable 
but, by definition, does not carry arhythmie beat, as in 'Belfast' (i.e. 
[ 'bd,fastJ), where [fast] does not have a beat. Gimson's conventions for 
representing stress gradations within the category of secondary stress consist 
of a large filled dot for rhythmic stress and an unfilled dot of the same size 
to indicate non-rhythmic stress. He uses the large filled dot with an attached 
accent to indicate primary stress (which has potential pitch change) while the 
small dot indicates absence of stress, as the following examples illustrate: 

eschatological • '0 

previously '0 0 

Wells (1990, p. 683) uses a similar system for distinguishing two types of 
secondary stress but, whereas Gimson (1989) used the term 'non-rhythmic 
stress', Wells (1990) refers to non-rhythmic secondary stress as 'tertiary'. 

Although there is some variety in assigning levels of stress to syllables 
within words and utterance it is generally accepted that speakers and lis-
teners routinely produce and respond to the two main varieties recom-
mended by the IPA, i.e. primary and secondary stress. 

Length 
'Length' is generally a phonological term, whereas 'duration' is the term 
used in phonetics to describe the time parameter in speech. On the one 
hand, length may be seen as a segmental property, which enables us to con-
vey phonemic distinctions of the kind described above for 'wood' and 
'wooed'. However, as phonetic duration is frequently conditioned by sur-
rounding segments (a vowel which is followed by a voiced consonant, for 
instance, will usually be perceived as Ion ger than the same vowel followed 
by a voiceless consonant) we can classify it within the category of supraseg-
mentals since its effects extend over groups of segments. The IPA allows us 
to indicate phonetic duration or phonological length of individual seg-
ments by means of three diacritic symbols: [r, " ~] to indicate long, half-
long and short, respectively. We can combine these diacritics so that, for 
instance, we can indicate segments which are excessively long (as in [jerrrrr] 
for an exaggerated pronunciation of 'yeah'. 

It is often the case that length is not systematically indicated in tran-
scription. One reason for this omission is the frequent assumption that 

eschatological . • . •̀ ..
•̀ . .°
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there are so me vowels which are, by definition, either short or long. For 
example, in English, it is usually stated that the set [1,3, Q, ;-', uJ constitute 
'the long vowels', while [I, e, ce, A, D, uJ are short by comparison. 
However, we wish to discourage the notion that particular vowels have 
inherent length characteristics associated with them, since the vowellength 
system is likely to differ considerably from ac cent to accent. 

The term gemination is often applied to extra-long consonants. Long 
consonants may arise in languages due to morphological processes: for 
example, in English, where a long [nnJ (or [nrJ) occurs in 'unknown' 
[AnnounJ. This comes about due to the affixing of 'un' with its final [nJ to 
'known' with its initial [nJ. However, geminate consonants mayaiso be a 
part of the phonology of the language. An example of this is found in Ital-
ian where the words for 'ninth' and for 'grandfather' are contrasted solely 
by the length of the medial nasal segment: single in one example, geminate 
in the other: [n;-,noJ 'ninth', [n;-,nnoJ 'grandfather'. 

Pause 

A further aspect of length which is frequently ignored in transcription is 
pause length. There are, however, good reasons for incorporating informa-
tion on pause and pause length in phonetic transcription. First, the pres-
ence or absence of pauses can provide grammatical information which can 
help listeners decode meaning. For example, the following humorous 
example (contributed by Evelyn Abberton to an Institute of Acoustics bul-
letin) illustrates the point, where the success of the joke depends on the 
potential pause after 'eats' being omitted. 

A panda goes into a restaurant and has a me al. Just before he leaves 
he takes out a gun and fires it. The irate restaurant owner says 'Why 
did you do that'? The panda replies, 'I'm a panda. Look it up.' The 
restaurateur goes to his dictionary and under 'panda' finds: 'Black 
and white arboreal, bear-like creature; eats shoots and leaves'. 

Second, the duration of a pause, combined with other information on 
overall speech rate and rhythm, may provide a useful index of a speaker's 
strategies in conversational turn-taking. Some speakers may, for example, 
allow too much time to elapse before they take their conversational turn, 
and such time lapses frequently suggest that the speaker has nothing more 
to say. On the other hand, speakers who intervene in the conversation too 
early, i.e. without leaving an appropriate pause may be perceived as impo-
lite. In spite of the value of recording pause length in transcription, the 
IPA does not provide any guidance on how to do so. It is useful, therefore, 
to look to Crystal and Davy (1969) who suggest a method for transcrib-
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ing four main types of pause, i.e. unit, double, treble and brief. They define 
a unit pause as 'the interval of an individual's rhythm cyde from one promi-
nent syllable to the next, within a stable tempo' (Crystal and Davy, 1969, 
p. 171). Double and treble pauses imply multiples of this unit interval, 
whereas a brief pause refers to 'a silence perceivably shorter than (and usu-
ally approximately half as long as) unit length'. Each type of pause may be 
voiced or silent, and the suggested transcriptions are shown in Figure 6.3. 

Pause Silent Voiced 

unit 8:(m) 
double 8:8: 
treble 8:8:8: 
brief 8(m) 

Figure 6.3 Crystal and Davy (1969) 
conventions for pause marking 

The other means that exist for transcribing pause length are, arguably, 
more intuitive. For example, Brown (1990, p. 90) suggests the plus sign 
([ + J) to indicate a brief pause. For Ion ger pauses she suggests [+ + ] along 
with the specific time length measurements. So, her transcription looks as 
follows (capitalization is used by Brown to indicate the tonic syllable while 
underlining captures stress, whether lexical or contrastive): 

I THINK + the problem arises when children LEAVE schaal + + 
they already have de VELoped same poTENtial + and they don't 
have the opportunity THEN + to gQ ON with the KIND of +er 
+ SPORT which SHOULD last them for the next ten YEAR5. 

Along similarly dear lines, although with the intention of transcribing 
pause length in disordered speech, Duckworth et al. (1990) offer the fol-
lowing system: 

x(.)x short pause 
x( .. )x medium-Iength pause 
x( ... )x long pause 

Syllable juncture 
We have said above that the basic domain for suprasegmental analysis is the 
syllable, rat her than the segment. Given this information, it is obviously 
important that we can identify syllables and syllable boundaries or 
junctures. In many cases, the division of words into their component sylla-
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bles is a relatively straightEorward matter. In single syllable words, oE 
course, we need only equate the whole word with the syllable ('zip' and 
'pill', Eor example, constitute both the word and the syllable in each case). 
In words oE more than one syllable, however, we may be less confident in 
locating syllable boundaries or syllable juncture. For example, in 'greenery', 
does the Inl belong at the end oE [gli] or at the beginning oE [;11]? In prac-
tice, segments which could be attached to one oE two syllables are known as 
ambisyllabic, but such potential ambiguity in syllable division does not, in 
English, interEere with the meaning oE a word. In connected speech, 
however, there are cases in which the location oE syllable juncture at one 
point rather than another completely alters the meaning oE the phrase. 
Gimson (1989, pp. 304-6) cites so me examples oE this phenomenon: 

püst;)!ks 
;1 neIm 
ocetstAf 
0;1 weIt;1kAtIt 
aIskrüm 
haustremd 
waItfu!z 

(pea stalks/peace talks) 
(a name/an aim) 
(that stuff/that's tough) 
(the way to cut it/the waiter cut it)l 
(I scream/ice-cream) 
(how strained/housetrained) 
(why choose/white shoes) 

If we wish our transcriptions to be an accurate and unambiguous reflec-
tion oE speech, we must record syllable juncture where necessary. The IPA 
offers the dot as a means oE indicating syllable boundaries, as Eollows: 

lightning 
lightening 

pitch 

'laILllIl) 
'laIL[,1.II) (LadeEoged, 1982, p. 223) 

At the start oE this chapter we stated that, in tone languages, the pitch 
shape oE syllables differentiates the meaning oE otherwise phonetically 
identical items. We also suggested that certain pitch patterns in speech 
might be responsible Eor differentiating statements from questions. As these 
two points illustrate, pitch is a suprasegmental quality which extends over 
individual segments and Ion ger stretches oE speech. In this section, we will 
concern ourselves with syllable pitch, and the pitch properties oE longer 
utterances will be dealt with in Chapter 9. For the purposes oE impression-
istic phonetic analysis, we now suggest methods Eor describing and captur-
ing syllable pitch variation in transcription, whereas Chapter 9 explains 
how to measure pitch characteristics by use oE phonetic instrumentation. 

1 This example is relevant only for non-rhotic accents, i.e. where the Ir! in 'waiter' would 
not be pronounced. 
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When transcribing syllable pitch, we must first distinguish between level 
and moving pitch. Such syllables are commonly known as static and kinetic, 
respectively, although Pike (1948) used the terms register and contour to cap-
ture the same phenomena. Once we have identified level and moving syllabies, 
we then must subdivide them according to the general area within the 
speaker's pitch range where they are produced. It is practice in phonetic study, 
especially within the American tradition, to identify five such areas, i.e. high, 
mid, low, mid-high, and mid-low. We might think of these, following Trager 
and Smith (1951) as a number of pitch 'levels' which are relatively constant for 
any given speaker. This notion of constancy means that a speaker will tend to 
gravitate round the five pitch levels with, perhaps, occasional excursions into 
extra-high and extra-low pitch ranges (known as upstep and downstep). 

If the pitch is moving, we must specify the shape of the pitch movement 
and the degree of movement contained within the syllable. So, for instance, 
we might identify a rising pitch which covers a narrow range (say from low 
to mid-low), or a falling pitch which covers a wide range (say from low to 
high). Theoretically, any type of pitch movement can combine freely with 
any pitch height, although in practice speakers tend to adopt a fairly lim-
ited set of combinations for most of the time. So, for instance, while a low 
falling rising tone is certainly possible, it is rare. Figure 6.4 shows the syl-
lable pitch types which are common in English, presented using the so-
called 'tadpole' or inter-linear transcription method. Following this method, 

I LOW AND NARROW I IMID AND NARROW 11 HIGH AND WIDE 11 HIGH AND EXTRA WIDE 

Figure 6.4 Common tone types in English 

RISING PROMINENCES

FALLING PROMINENCES

RISING-FALLING
PROMINENCES

LEVEL PROMINENCES

R2

F2

LOW MID HIGH EXTRA-HIGH

RF2

L2 L3 L4 L5

RF3 RF4 RF5

F3 F4 F5

R3 R4 R5
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the upper and lower lines represent the top and bottom respectively of the 
speaker's pitch range. Within these lines, individual syllable shapes are shown 
iconically, by means of a filled dot from which a directionalline emanates. 

Phoneticians sometimes also use numerals to indicate pitch. So, for 
instance, a high followed by a low syllable indicated by one transcriber will 
capture the same pitch height as another's pitch levels 4 and 2 respectively. 
Information on pitch height might be represented as a configuration of 
numerals, or may be entered in an inter-linear transcription, as shown in 
Figure 6.5, in order to provide additional information to that provided in 
the interlinear version. 

Within the context of generative phonology, investigators label pitch 
contours in terms of the binary features [+ High/ -High] and [+ Low/ 
-Low] , where high and low level syllables correspond not to absolute pitch 
values, but to the relative pitch of a syllable or part of a syllable in co m-
parison with what precedes it. Within high and low tones, there are three 
sub-divisions according to whether the tone is a pitch ac cent (marked H" 
or L", for instance), a trailing tone, i.e. one following on from the pitch 
ac cent (marked H- or L-) or a boundary tone on the final syllable of the 
group (marked L % or H%). In Figure 6.6, for example, high and low tones 
are matched with their appropriate interlinear representation. 

In fact, a wide range of possibilities exists for indicating syllable pitch in 
transcription. Figure 6.7, for instance, illustrates the systems developed by 
Chao and Yang (1947) for Mandarin Chinese, and by Westermann and 
Ward (1933) for Nigerian Igbo. 

At this point, however, we wish to refer on the IPA suggestions for indi-
cating syllable pitch. The IPA system is reproduced in Figure 6.8. 

Figure 6.5 Pitch level information 
entered on an inter-linear transcription 

Figure 6.7 Conventions for representing syllable 
pitch in Mandarin Chinese and Nigerian Igbo 

Figure 6.6 High and Low tones 
marked on inter-linear transcription 

Mandarin: 1 
1 

= high level 
= mid 10 high rising 

Igbo: 

J = mid 10 low 10 mid high falling-rising 
= high 10 low falling 

isi [ •• ] 
isi [ •• ] 

isi [.\] 

smell 
head 
SIX 

//  it’s    right     on   the   POINT   of   cork

4 2 3

 

• •   •        •

         H*          H*              H* L –L%

Ÿ
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e er Extra high e er A Rising 
e High e ~ Falling 
e Mid e 1 High rising 
e Lew Ei A Lew rising 
e Extra lew e AI Rising-falli ng 

Figure 6.8 IPA pitch marks 

Up to this point in our discussion, we have discussed syllable pitch with-
out regard to meaning, except in the case of tone languages. This is because 
the pitch characteristics of speech are frequently seen as raw acoustic fea-
tures, which can be specified purely in terms of phonetic aspects, i.e. 
whether high or low, rising or falling, for instance and we shall see in Chap-
ter 9 that it is also possible to provide measurements of raw pitch features 
using acoustic analysis. Using a segmental parallel, we have seen that it is 
possible to specify the phonetic aspects of individual speech sounds without 
any reference to meaning and that, once we start to investigate meaning, our 
discussion becomes phonological. When we view pitch characteristics as 
having particular meaning, or patterning in certain ways, we move into 
the area of intonation, and the notion of meaningful pitch patterns will 
be explained next. Although it is outside the scope of this book to offer 
detailed explanations of how intonation relates precisely to meaning, 
we suggest that, for useful illustrations of intonation al functions, the 
reader should consult the 'Further reading' section at the end of this 
chapter. 

Intonation 

Most work on intonation can be classified into two broad categories, i.e. 
the acoustic and the linguistic approaches. The acoustic approach concen-
trates on the physical and measurable side of intonation in terms of 
acoustic aspects of pitch, duration and intensity. The linguistic approach to 
intonation, on the other hand, examines correlations between pitch and 
linguistic features such as semantics, syntax and grammar. Linguistically 
oriented studies are usually impressionistically or auditorily based and 
have tended to be largely pedagogic in orientation, i.e. for the foreign 
learner (see, for example, Halliday, 1970; O'Connor and Arnold, 1973). 

On the basis of the section above in which we discussed pitch, it is clear 
that the domain over which syllable pitch operates is easily identifiable, i.e. 
we need only to identify a syllable and assign a pitch height and pitch move-
ment to that syllable. However, there is no such agreement concerning what 
constitutes relevant intonation al domains in speech. The difficulty of estab-
lishing intonation al categories is described by Ainsworth and Lindsay (1986, 
p.472): 
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One of the problems with research into intonation in English is that 
there is no general agreement as to the nature of the structure to be 
considered or of the realisation of the elements within that structure. 

However, there is some consensus, at least, that we must look beyond the 
individual segments to Ion ger stretches of speech in order to understand 
how pitch patterns convey meaning. These longer stretches of speech are 
commonly known as tone-units (Crystal, 1969), or tone groups (Halliday, 
1967), although phonemic clause (Trager and Smith, 1951), breath group 
(Lieberman, 1967) and intonation phrase (Pierrehumbert, 1980; Ladd, 
1986) refer to similar phenomena. Tone units have been defined by Halli-
day (1970, p. 3) as 'one unit of information'. 

A variety of criteria, grammatical and phonological, have been advanced 
for the identification of tone units. Crystal (1969, pp. 205-206) suggests 
that there are particular boundary cues and internal structures which are 
involved in the identification of tone-units in RP, for example: 

each tone-unit will have one peak of prominence in the form of a 
nuclear pitch movement ... then it is the case that after this 
nuclear tone there will be a perceivable pitch change, either step-
ping up or stepping down ... there is always a pitch change fol-
lowing a nuclear tone, and this may be taken as diagnostic. 

Within the tone-unit, it is usually recognized that there is one piece of 
new information which is highlighted by a single salient pitch change of the 
pitch contour known as the nucleus or tonic. Halliday (1970, p. 4), for 
instance, says: 

The tonic syllable is often longer, and may be louder, than the 
other salient syllabI es in the tone group ... The tonic syllable 
carries the main burden of the pitch movement in the tone group. 

Apart from the nucleus and tone-unit, the other relevant units of into-
nation, i.e. the non-nuclear aspects, are known as the pre-head, the head 
and the tail. The head consists of the stretch beginning with the first 
stressed syllable (also referred to as the head onset) of the utterance and 
extending up to the nucleus. Any unstressed syllables which precede the 
head constitute the pre-head. The tail refers to the unstressed syllable or 
syllabI es which occur after the nucleus, before the next tone-unit boundary. 
The nucleus is the only obligatory element of a tone-unit, i.e. while it is 
possible to have a tone-unit without a head or a tail, for instance, it is 
impossible for a tone-unit to exist without a nucleus. 

We should bear in mind, however, that the intonation al model described 
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above, whose central elements are the tone unit and the nucleus, were estab-
lished to deal with received pronunciation (RP), and a formal variety of RP 
at that. When we attempt to identify such elements in non-RP speech, how-
ever, we frequently encounter difficulties. For instance, whilst it is possible 
to identify units into which non-RP speakers divide their speech, it is often 
the case that such units are not differentiated in terms of a pitch change 
between the units. Second, where it is possible to identify one particularly 
prominent syllable within a unit, it may be that this syllable does not have 
the specific characteristics of a nucleus, so that, for example, a syllable 
which is produced on a level pitch may be perceived as prominent merely 
because it carries more amplitude than the other syllables within the unit. 
Furthermore, it may be impossible to identify just one prominent syllable in 
a given unit. In fact, numerous units may exist in which there are two or 
more syllables which are equally prominent in auditory and acoustic senses. 

There are, therefore, differences between RP intonation and non-RP 
intonation at the level of phonetic correlates of intonation components, as 
well as the tonal shape of components. When we are concerned with 
analysing the intonation of regional varieties of English, therefore, the RP 
model may not be the best one to adopt, largely because elements such as 
the tone unit and the nucleus have been defined on strict grounds. In such 
cases, we suggest that it might be fruitful not to adopt the RP model whole-
sale. The components of the model suggested here and illustrated in Figure 
6.9, i.e. the tone sequence, the leading segment (beginning with the leading 
syllable), the prominence and the final sequence correspond broadly to the 
tone-unit, head, nucleus and tail respectively as described by Crystal 
(1969), but the model allows the components to be identified on the basis 
of less strict phonetic criteria, described below. 

The view taken here is that speakers divide their speech into relevant 
units which are characterized by external and internal features. The consis-
tently reliable cue to unit boundaries is pause. Within each pause defined 
group, there is at least one particularly prominent syllable, but the phonetic 

Figure 6.9 The tone sequence and its components 

// //

Leading segment extends
from leading syllable
to syllable preceding the
prominence

Leading segment begins with first stressed syllable of
tone sequence – indicated by unfilled circle

Final segment extends
from syllable following
the prominence to end
of tone sequenceTone sequence boundary

Most prominent syllable in the tone
sequence – indicated by filled circle

//  there’s    two   in   the  LIVing  room  there //
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features which contribute to the perception of prominence intonation may 
be amplitude, or length as well as, or instead of merely pitch cues. As we 
have suggested above, it mayaiso be possible to assign equal prominence to 
more than one syllable as illustrated in Figure 6.10. 

Intonation transcription 

Given what we have said so far concerning potential difficulties with intona-
tion analysis, it will come as no surprise that there are also divergent 
approaches to intonation at the level of a notation system for representing the 
data in a visually meaningful way. Narrow and broad transcriptions described 
in Chapter 8 for segmental analysis have a parallel in intonation and are illus-
trated in the so-called 'tadpole' or inter-linear notation and tonetic stress 
marking respectively. Inter-linear notation allows a fairly detailed representa-
tion of all tones in a unit relative to one another. Tonetic stress marking, on 
the other hand, indicates the shape and height only of stressed elements 
within the tone group, using the IPA conventions shown in Figure 6.8. The 
choice of one notation system over relates to the amount of contrasts in the 
intonation which are considered to be important. For example, Halliday 
(1970) mostly uses tonetic stress marks; his model is strongly nucleus-centred 
because he believes that it constitutes the part which 'the speaker wants to 
show to be the most important in the message' (p. 4). O'Connor and Arnold 
(1973), on the other hand, transcribe all of the tone group in inter-linear fash-
ion, because they consider all elements to be important in conveying a num-
ber of important attitudinal distinctions. Some investigators adopt rather 
idiosyncratic approaches to intonation transcription, such as Bolinger (1961, 
p. 87), who employs an iconic system as illustrated in Figure 6.11. 

Voice quality 
In its narrowest sense, the term 'voice' refers to presence of phonation (see 
Chapter 2). So, for instance, we can say that voice is produced on lai but 
not on Is/. In this sense, voice is a segmental linguistic feature since it is 

Figure 6. 1 0 Tone sequence 

containing two prominences / / there' S 0 COAST er down there at your LEFT / / 

Figure 6.11 Bolinger's (1961) iconic system for 

representing intonation 

He 
did 

n't 

Ply 

buy rd, 
o he bought 0 

Fo mou~ 
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characterizes individual speech sounds and is responsible for conveying 
meaning distinctions, as in /fit/ versus /fid/, for instance. However, the 
notion of voice quality refers to Ion ger term aspects of speech, such as over-
all nasality, or breathiness, or creakiness, for example. As such, it is a 
suprasegmental feature which may have a paralinguistic function in so far 
as it can indicate the physical or emotional state of the speaker. The most 
influential model for analysing voice quality, i.e. that by Laver (1980) 
defines the term as the 'characteristic auditory colouring of a given 
speaker's voice'. The term was used earlier by Abercrombie (1967, p. 91), 
referring to 'those characteristics that are present more or less all the time 
that a person is talking; ... a quasi-permanent quality running through all 
the sound that issues from his mouth'. Particular voice quality settings, 
therefore, may be responsible for identifying an individual, or a group of 
speakers. 

Following Laver's (1980) model, it is possible to describe voice quality 
according to a number of so-called 'settings', where a setting refers to a 
particular kind of adjustment to the muscular apparatus which is respon-
sible for producing speech. Voice quality settings are also known as 'artic-
ulatory settings', and each setting is described according to the area of the 
vocal apparatus in which it is produced. Two main areas are distinguished 
- the laryngeal and supralaryngeal, also known as glottal and supraglottal. 

Laryngeal/ glottal settings 

Laryngeal or glottal settings are those in which the muscular adjustments 
take place around the area of the larynx. Laryngeal settings are affected by 
the innate size and shape of the vocal cords, their speed of vibration dur-
ing phonation and their relative proximity. Some examples of 
laryngeal/glottal settings are given in Table 6.1. It should be noted that 
modal voice is assumed to be the neutral or default setting, and it is defined 
as the quality which exists in the absence of faisettto, or whisper, for 
example. 

Table 6.1 Laryngeal! glottal settings 

Falsetto 

Whisper 

Creak 
Breathy voice 
Modal voice 

High-frequency vocal fold vibration, resulting in overall 
high pitch 
Greater constriction in the vocal folds than for voiceless 
sounds 
Low-frequency vocal fold vibration 
Incomplete glottal closure during normal voice production 
The neutral laryngeal setting 
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The settings described above are known as individual settings, because 
they involve a single muscular adjustment. However, it is possible to co m-
bine settings with one another so that, for instance, high-frequency vocal 
fold vibration might combine with a high degree of constriction in the 
vocal cords to produce whispery falsetto. Such combinations are known as 
compound settings and other examples are whispery falsetto, harsh creaky 
voice, and harsh whispery falsetto. 

Supralaryngeal/ supraglottal settings 

Supralaryngeal or supraglottal settings are those which involve adjustments 
in the area above the larynx. Supralaryngeal settings are usually subdivided 
into three types: longitudinal, latitudinal and velopharyngeal settings. 

Longitudinal settings modify the area above the larynx lengthwise by 
means of raising or lowering the larynx to decrease or increase the length 
of the oral/nasal tract. As the larynx lowers, the tract becomes Ion ger and 
the speech that is produced lowers in pitch. It is also possible to modify the 
length of the supralaryngeal area by pushing the lips outwards i.e. by 
means of labial protrusion. Finally, the supralaryngeal area can be modi-
fied by means of retracting the lower lip and bringing it up under the teeth, 
i.e. labiodentalization. 

In latitudinal settings, voice quality is affected by modification of the 
area across its width or cross-sectional area. This modification takes 
place at specified places along the vocal tract such as at the lips, tongue, 
pharynx and jaw. Lip modifications result in labial settings, where the 
lips can expand or constrict the vocal tract. Tongue, or lingual settings 
involve particular movements of the tongue towards certain portions of 
the roof of the mouth. If it moves upwards and forward in the direction 
the hard palate area, palatalized voice is produced, while a backwards 
rising movement results in velarized voice. Pharyngeal settings refer to 
the constriction or expansion of the muscles in the pharynx walls. 
Finally, with regard to latitudinal modifications, jaw or mandibular set-
tings result in open jaw and dose jaw voice qualities, depending on the 
movement of the jaw during speech production. The relative tension or 
constriction which exists in pharyngeal and mandibular settings results 
in overall tense and lax voice qualities. 

The third major category of supralaryngeal modifications, i.e. velopha-
ryngeal settings derives from the relations hip between velum and pharynx 
and result in nasal and hypernasal voice, for example. Clearly, following on 
from the explanation of nasal sounds in Chapter 5, the more the velum is 
lowered, then the greater will be the amount of nasal resonance that exists. 
Figure 6.12 summarizes in diagrammatic form the major categories of 
voice quality settings, according to the area in which they are produced. 
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• Velopharyngeal settings 
• Pha~ngeal settings 

• Mandibular/jaw settings 
• Raised/lowered larynx 

Figure 6.12 Areas within the vocal 
apparatus responsible for voice quality 
settings 

LARYNX AREA -
responsible for Laryngeal settings i.e. modal voice; 
falsetto; whisper; creak; harshness; breathiness. 

We have said above that voice quality may operate as a paralinguistic sys-
tem, i.e. as a means for signalling emotional state, for example. Clearly, there 
are certain aspects of voice quality that are outside the control of speakers 
because of physical make-up or medical conditions such as laryngeal cancer. 
However, speakers are frequently able to manipulate their voice quality. We 
might think of breathy voice quality as having sexual overtones, or palatal-
ized voice as conveying a patronizing attitude of the sort that adults so me-
times use when talking to babies. In some cultures, particular voice qualities 
function as markers of social deference. In Bolivia, for example, females fre-
quently adopt breathy voice quality as a sign of respect when speaking to 
males. However, it is also the case that voice quality functions phonemically 
in some languages. For example, breathy voice is responsible for dis tin-
guishing one set of vowels from another in Dinka, a Sudanese language, as 
is creaky voice in some Indian languages. 

As well as being able to describe voice quality settings with reference to 
the areas of the vocal tract from which they emanate, we mayaiso wish to 
transcribe them. While the IPA offers a number of diacritics for transcrib-
ing segmental quality (e.g. nasalization diacritic), it is less useful for indi-
cating the quality of Ion ger stretches of speech. For this purpose, we 
recommend Laver's (1994, p. 197) suggestion for transcribing creaky voice, 
i.e. whereby a simple 'C' (to indicate creaky) is placed outside the phonetic 
brackets. We also wish to supplement Laver's suggestions with the VoQs 
conventions for transcribing voice quality, reproduced in Appendix 1. 

Rhythm 
When we are listening to music, we are frequently aware of a clear rhyth-
mic beat, i.e. a pulse that recurs at more or less equal intervals of time. 

• Labial settings

• Lingual settings



120 Phonetics: the science of speech 

(i) Variations in tempo: 
allegro {alleg} 
allegrissimo {allegriss} 
lento {lento} 
lentissimo {Ientiss} 
accelerando {accei} 
rallentando {raII} 

(ii) Variations in volume: (iii) Variations in rhythmicality: 
forte {f} rhythmic {rhythm} 
fortissimo {ff} arhythmie {arythm} 
piano {pI staccato {stac} 
pianissimo {pp} legato {leg} 
crescendo {cresc} 
diminuendo {dimin} 

(iv) Various vocal effects, simultaneous with speech, which inevitably have an effect on the overall 
quality of speech. These would be simply labelled within the braces, e.g. 

{sobbing} 
{tremulousness}. 

Figure 6.13 Crystal and Davy's (1969) system for representing vocal effects in 
conversation 

When we listen to speech, it is unlikely that we are able to identify such a 
regular pulse unless, of course, the speech in question is a stylized form of 
poetry reading where the rhythm is being somewhat exaggerated. Never-
theless, it is usually thought that there is some sort of rhythmic structure 
which underpins speech production and perception. With particular refer-
ence to speech, we can interpret the term 'rhythmic structure' as referring 
to combinations of stressed and unstressed syllabies. It is common practice 
to classify languages depending on whether they are stress-timed or sylla-
ble-timed. Stress timed languages include English and Russian, whereas 
syllable timed languages include French, Spanish and Italian. In stress-
timed languages, it is assumed that the stressed syllables occur at regular 
time intervals and that the speed of the intervening unstressed syllables is 
adjusted to fit in with the rhythmic structure established by the stressed syl-
lables. In syllable-timed languages, on the other hand, it is thought that the 
syllabI es occur at regular time intervals. Both the notion of stress-timed 
and syllable-timed languages have been questioned in the literat ure and it 
seems that they are so ineffectual in dealing with real speech, that they rep-
resent far from useful descriptive categories. 

Various theories exist for analysing the rhythmic structure of speech. For 
example, Abercrombie (1967) suggests a model based around stressed syl-
lables. He identifies a rhythm unit called the foot, which must begin with a 
stressed syllable. Any unstressed syllable which follows belongs within the 
same foot. If an utterance begins with an unstressed syllable, then that syl-
lable is effectively ignored (it therefore fulfils a role rat her like that of an up-
beat in music), and the first stressed syllable is located. O'Connor and 
Arnold (1973) offer a model which is similar to Abercrombie's insofar as it 
focuses on stressed syllables around which, it is suggested, all other sylla-
bles are organized. 

This theory, however, is somewhat problematic since, if presented with 
an unstressed syllable, it may be difficult to decide whether that syllable 
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belongs with the preceding or the following stressed syllable. According to 
O'Connor, (1980 p. 198) 'unstressed syllables which precede the stress are 
said particularly quickly'. The implication here is that we can judge the rel-
ative speed at which syllabI es are uttered and, on the basis of whether they 
are relatively fast or relatively slow, we can confidently group them with the 
following or the preceding stress respectively. O'Connor (1980, p. 97) exem-
plifies his point as follows: 

In the group 1 1 It w;n bet;) 1 1 there are two unstressed syllables 
before the stress and one after it. The first two are said quickly, 
the last one not so quickly, taking the same amount of time as 
/be-/ 

Pike's (1962) attempt is largely similar insofar as it attempts to define 
rhythmic units around stressed syllabies, but he offers more explanatory 
detail than O'Connor. Other theories for identifying rhythmic structures 
consist of assigning units simply according to the location of stressed syl-
lables (see Halliday, 1967). It may be that particular types of rhythm analy-
sis are better suited to one language rather than another. For example, 
O'Connor's (1980) approach (whereby rhythmic units are identified on at 
least an impressionistic phonetic basis) seems useful for a stress-timed 
language such as English, whereas Halliday's (1967) stressed syllable 
method is more applicable to Italian, for example. 

For the purpose of indicating in transcription where rhythmic unit 
boundaries occur, there are several options. Abercrombie (1967), for 
instance, used a vertical bar [I], Halliday (1967) the slash [I]. Pike (1962) sug-
gested a low reverse slash [\] and O'Connor (1980) uses a word space [ ]. 

In addition to the aspects we have mentioned above, it is frequently use-
ful to mark variations in tempo, volume, rhythmicality and a range of vocal 
effects in transcription, particularly where such variations have interactive 
importance (in conversation management, for example). For indicating 
these aspects in transcription, we recommend the system offered by Crys-
tal and D avy (1969), presented in Figure 6.13. 

Summary 

In this chapter, we have explained the main supra segmental aspects of speech and we have 

indicated how they might be described and transcribed. We have also stated that a phonetic 

description which does not indude suprasegmental information is severely limited. It is rec· 

ommended that suprasegmentals should be systematically recorded in transcription. The value 

of detailed transcription is discussed in more detail in Chapter 8. 
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Further reading 

For the most detaileel and wide-ranging review of suprasegmental features of speech, 

Couper-Kuhlen (1986) is recommended. With specific regard to intonation, Cruttenden 

(1997) provides an updateel account of approaches to intonation analysis, and also offers 

useful insights to functional and comparative accounts of intonation. Tench (1996) is a 

valuable source of information on historical and transcriptional aspects of intonation study. 

Short questions 

1 What is a tone language? 

2 Summarize the main elements of the tone-unit baseel approach to intonation analysis. 

3 What is the difference between pitch and intonation? 

4 What options exist for the transcription of intonation? 

5 Explain the relevance of the terms 'glottal' and 'supraglottal' with reference to voice 

quality. 

Essay questions 

1 Explain the tone-unit baseel approach to analysing intonation and assess its value with ref-

eren ce to one accent with which you are familiar. 

2 Assess the contribution which suprasegmental aspects of speech make to communication. 

3 'It is part of the general human experience of speech that listeners confiden~y identify their 

friends and acquaintances through the familiar consistency of their voices' (Laver, 1994, 

p. 398) . Discuss the 'familiar consistency' of voices in terms of voice quality settings. 



7 

Introduction 

Double articulations 

Secondary articulations 

Introduction 

Multiple articulations, 

co-articulation and the 

parameters of speech 

Co-articulation 

Parametr ie phonetics 

In previous chapters we have examined the production of segmental and 
suprasegmental aspects of speech. This suggests that we can easily classify 
all phonetic manifestations into one or other of these categories. However, 
it becomes clear when we investigate more closely that segments exist of 
varying degrees of complexity, and phonetic features do not all have iden-
tical boundaries. This means we need to look at segments with multiple, 
co-occurring aspects of articulation, and we need to examine whether seg-
ments have clearly identifiable boundaries at all. 

This first aspect is classified into segments having double articulations 
and those having a primary and a secondary articulation: this distinction is 
explained below. The second aspect leads us to examine the status of seg-
ments themselves, and then the intersegmental co-ordination of different 
phonetic features. We conclude this chapter with an examination of para-
metric phonetics: an approach to phonetic description that seeks to go 
beyond the segment and concentrate on phonetic features and their relative 
timings. 

Double articulations 

It is possible to produce segments with two simultaneous and equal articu-
lations, and these are called double articulations or 'doubly articulated' 
sounds. In this description, the term 'simultaneous' is self-explanatory 
(although in double articulations there may be very slight overlap between 
the two strictures), but what do we mean by two 'equal' articulations? As 
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noted in Chapter 3, there is a hierarchy of segment types, from the 
'strongest' manner of articulation (stops), through progressively weaker 
ones (fricatives, approximants) to vowels, the 'weakest'. A double articula-
tion must have both articulations in the same strength category, i.e. two 
stops, two fricatives, two approximants. 

Two simultaneous articulations are possible because the active articula-
tors in sound segment production can be decoupled from each other. In 
other words, the lips can operate independently from the tongue, and even 
with the tongue, the tip and blade can operate independently from the back 
of the tongue. This means that combinations such as bilabial with velar, 
bilabial with alveolar, and alveolar with velar are perfectly possible. Not all 
possibilities for each manner of articulation are exploited, however, and we 
will note only the more commonly occurring combinations. 

For plosives, voiceless and voiced labio-velars are quite common in many 
West African languages (see Figure 7.1). They are transcribed as [kp, gb] 
conventionally, although there is no reason why the symbols should not be 
the other way round (which would, in fact, reflect the way the sounds are 
normally described). The tie-bar, which we encountered before as a way of 
showing affricates, is used here to denote simultaneous articulation. The 
two usages should not be confused for, if the symbols are the same manner 
of articulation, they must be a double articulation whereas, if the first is a 
stop and the second a fricative, then they must represent an affricate. 
Labio-alveolar stops also occur, and are usually transcribed [Pt, bcl]. Stops 
at any place of articulation may be subject to glottal reinforcement (this is 
quite common in English). Here, we have a simultaneous glottal stop and 
oral stop, although the glottal stop may, in fact, just precede the oral one. 
In English, glottal reigforcement occurs in some varieties before word-final 
voiceless stops, e.g. [?p] in 'map'. 

Double fricatives also occur at a variety of places of articulation. For 
example, they have been reported as occurring with a labia-velar combina-
tion [ Yf3], [ uvular-pharyngeal [Xh], and post-
alveolar-velar [fx] (see Figure 7.1). This last is used in some accents of 
Swedish, and can also be transcribed as [fj]. Labia-velar [M] (as in Scottish 
English 'when') is generally deemed a voiceless fricative. 

Approximants, as noted previously, can be classed as double articu-
lations when there is an approximation at both the labial position, and 
elsewhere. We noted in Chapter 5 that [w] and [q] were labia-velar and 
labia-palatal approximants, respectively, even though there is only a sin-
gle symbol used to transcribe each sound. The names of these sounds 
suggest that there is a double articulation involved, but we must be care-
ful of double-sounding names. The labiodental approximant is a single 
articulation; here the name of the place of articulation points out the two 
articulators involved. 
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Finally, we can consider vowels. It has been suggested by so me authori-
ties that, as vowels have a tongue position and a lip position (i.e. rounded 
or unrounded), they are, in effect, double articulations in any case. How-
ever, we will consider here whether a further vowel-like articulation can be 
added to the basic vowel. In many languages post-vocalic rhoticity (i.e. 'r-
ness') is realized, at least some of the time, not by adding a full approxi-
mant segment after the vowel, but pronouncing part or all of the vowel 
with tongue tip raising and maybe also retroflexion. These 'r-coloured' 
vowels can be thought of, then, as being double articulations between the 
tongue body (assuming the position for the vowel in question) , and the tip 
(undergoing raising and retroflexion). The IPA suggests that such vowels 
can be transcribed with an added diacritic, as [;Je] or [3" ], etc. 

Table 7.1 illustrates some of these double articulations in a range of 
1 languages. 

Secondaryarticulations 

When we specify the place and manner of articulation of a consonant, we 
do not necessarily describe every articulatory gesture being made at that 
time: we normally only describe the most important one. For example, if 
we make [mJ (a bilabial nasal) we do not specify the position of the tongue. 
This may be in the front of the mouth (perhaps preparing for a following 
front vowel) or the back of the mouth (if the following vowel is a back one). 
Similarly, with [tJ (an alveolar plosive) we do not normally describe the lip 
shape. This may be rounded if the [tJ is followed by a rounded vowel, or 

1 The approximants were also dealt with in Chapter 5, but are repeated here for the sake 
of completeness. 

Figure 7.1 
Double 

articulations: 

[kpL [Ix] [kp] 
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Table 7.1 Double articulations 

Plosives 

Fricatives 

Approximants 

Labio·velar 

Efik [akPa'] 'river' 
Yoruba [gbe] 'to carry' 

Labio-alveolar 

Bura [Pta] 'hare' 
Yeletnye [Pfana] 'lung' 

Labio·velar Labio·alveolar Post-alveolar· Uvular· 

Urhobo [ox<jlwo] Shona 
'person' 'all' 

Labio·palatal 

French [4itJ 'eight' 
Tikar [buk4g]'mats' 

velar pharyngeal 

Swedish 
[6al]'scarP 

Labio·velar 

French [ wi] 'yes' 

Abkhaz 

Welsh [wiwer] 'squirrel' 

spread if the next vowel is a spread one. These secondary articulations are 
often ignored, because they are usually predictable co-articulatory effects, 
that is to say effects caused by the neighbouring sound segments. However, 
we will see that secondary articulations can be described, either because we 
wish to give as complete a description of the varieties (or allophones) of a 
phoneme, or because they can be contrastive in some languages. 

First, we need to be certain what the difference between double and sec-
ondary articulations is. Double articulations have two strictures of equiva-
lent strength on the segment hierarchy, as noted in the previous section. A 
secondary articulation is always of a weaker type than the primary. In real-
ity, secondary articulations are always of an open approximation type, and 
so are considered to be weaker than stops, fricatives and so on. They are 
also considered to be weaker than lateral approximants, though if they 
occur with central approximants (as [w] described above), these count as 
double articulations. The reason for this is that lateral approximants do 
maintain a complete closure in the oral cavity (with lateral airflow), 
whereas central approximants do not. 

There are four commonly occurring secondary articulations (though 
others do exist, as described in Laver, 1994, for example). 2 Labialization is 
a secondary bilabial approximation coinciding with another sound. It is 
a common allophonic characteristic, and is found in English consonants 

2 
Long-term articulatory settings may also be considered to be secondary articulations. A 

range of these were dealt with in Chapter 6. 
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preceding rounded vowels, e.g. [t w J in 'two'. The use of these secondary 
features contrastively is illustrated in Table 7.2 below. 

Palatalization is a secondary approximation of the front of the tongue 
towards the hard palate. This can co-occur with labials, but due to the flex-
ibility of the tongue, it can also be found with apical sounds. This type of 
secondary articulation is often heard as a [jJ type glide following the con-
sonant concerned; this is because the secondary articulation may be 
released slightly after the primary. In many accents of English, a palatalized 
[lJ may be used before vowels, e.g. [liJ in 'leaf', and this type of pronuncia-
tion has been termed a 'clear-l', due to the high er pitch of the voice found 
in palatal and palatalized consonants. While languages may use palataliza-
tion as a co-articulatory effect in front of high front vowels, it also appears 
contrastively in quite a few instances (e.g. in Russian and Irish). Contrastive 
usage is illustrated in Table 7.2, and a palatalized alveolar stop is shown in 
Figure 7.2. 

Velarization is a secondary approximation of the back of the tongue 
towards the soft palate (velum). As with palatalization, this feature can co-
occur with labials and apicals. In English, many varieties use a velarized [lJ 
following vowels, e.g. [1"J in 'feei' , and this type of pronunciation has been 
termed a 'dark-I', due to the lower pitch found in velar and velarized conso-
nants. One commonly finds dark-l transcribed [i], that is to say with a 'tilde' 
diacritic going through the centre of the symbol. The IPA allows this dia-
critic to be used as a cover for both velarization and pharyngealization, as in 
many languages these two secondary articulation types appear to be inter-
changeable and may depend on speaker preference. A velarized alveolar stop 
is shown in Figure 7.2. 

Pharyngealization involves a secondary approximation of the back and 
root of the tongue into the pharynx. This secondary feature can co-occur 
with a range of labial, tip and blade consonants, though not with dorsal 
sounds as the retraction of the tongue root also affects the tongue body. 
This secondary articulation does not occur in most varieties of English 
(though in so me regional accents such as Merseyside it may occur), it is 
however contrastive in Arabic, and the term 'emphatic' is applied to 
pharyngealized consonants in Arabic linguistics. An example of a voiced 

Table 7.2 Secondaryarticulations 

Labiali:z:ation 

Tabassaran [naq' ] 
'yesterdal 
[naqW' ] 'grave' 

Palatali:z:ation 

Irish [bol 'covl 
[bjo] 'alive' 

Velari:z:ation 

Marshallese 

[Ie] 'Ms, Madam' 
[lYe] 'Mr, Sir' 

Pharyngeali:z:ation 

Tamazight Berber 

[izi] 'gall-bladder' 
[iz ~ i] 'a AI 
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Figure 7.2 Secondary 
articulations: [t], [tjL [f] 

pharyngealized apical plosive in transcription is [ 
although (as noted above) the medial tilde is still fre-
quently found: [a]. 

Laver (1994) includes 'laryngealization' as a sec-
ondary articulation. This refers to glottal constriction 
of varying types accompanying a sound. This nor-
mally manifests itself as creak or creaky voice (see 
Chapter 2) and/or accompanying glottal stop. We 
treat this range of features as either phonatory, or 
glottal reinforcement of other sounds, rather than sec-
ondary articulation. 

Co-articulation 

Co-articulation and the status of the segment 

The use of the term 'segmental' in phonetics assumes 
that such things as segments actually exist; however, 
detailed knowledge of speech production (gained from 
acoustic instrumentation to be described in Chapter 9 
and articulatory instrumentation to be described in 
Chapter 12) suggests that this may not be the case if we 
define segments strictly. So, if our definition of a seg-
ment is an entity with discrete boundaries separate 
from neighbouring segments then such a definition is 
incompatible with the phonetic facts. 

Nevertheless, there are certainly phonetic entities 
that are perceived by listeners as segments (i.e. conso-
nants and vowels), and other entities that are not so 
perceived (e.g. intonation, voice quality). The problem 
arises because the various phonetic features described 
in earlier chapters that go to make up segments (e.g. 
phonation, nasality, articulatory stricture) do not 
always have co-terminous boundaries. By this we mean 
that, for example, voicing may change to voicelessness 
before the articulatory release in a plosive; or the soft 
palate may lower before the articulatory posture for a 
nasal stop is put into place; or lip rounding for a 
rounded vowel may be commenced during a preceding 
consonant that would not otherwise have such round-
ing. In phonetics, therefore, we have to assume a looser 
definition of segment if we wish to retain this term, 
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and we have to investigate the various boundary effects between segments 
that occur: which we term co-articulation. 

Types of co-articulation 

This term stands for more than just the fact that different parameters of 
phonetics may not have co-terminous boundaries: it is an area of phonet-
ics that seeks to explain why such differences may occur. In fact, 'co-
articulation' literally means two (or more) features or sounds being 
articulated simultaneously, and some phoneticians (e.g. Catford, 1988) 
have used the term to stand for double and secondary articulations. How-
ever, its normal current usage has moved away somewhat from its original 
meaning, as we noted above, though alternative terms such as interseg-
mental co-ordination also exist. In this section, we will look at some of the 
main types of co-articulation, and illustrate them with examples. These 
will mainly be from English, but it should be stressed that co-articulation 
has been found in allianguages investigated, though some of the patterns 
are language-specific. It should also be noted that co-articulatory effects 
between segments need not be limited by word boundaries; especially in 
rapid speech, effects across word boundaries are common. 

There are various ways in which we can classify co-articulation: the 
direction of influence between segments; the parameters of articulation 
that are affected; and the extent to which co-articulation actually changes 
neighbouring sounds (what we might term the 'functional aspect'). We will 
look at each of these topics in turn. In terms of direction of influence, we 
can imagine a sequence of segments X,Y; if aspects of the pronunciation of 
X overlap with or influence the pronunciation of Y then the influence is 
moving forward. This direction of influence is termed perseverative (or 

'progressive' or 'left-to-right'). Alternatively, if aspects of the pronuncia-
tion of Y overlap with or influence X then the influence is moving back-
wards. This direction of influence is termed anticipatory (or 'regressive' 
or 'right-to-Ieft'). In English certainly, and probably in the majority of 
languages, anticipatory co-articulation is more common than persevera-
tive. We will illustrate the two directions below, when we discuss the 
main functional categories of co-articulation. 

A second division of this area concerns the aspects of articulation 
affected by co-articulation. Farnetani (1997) notes that there are four main 
vocal organs involved: lips, tongue, velum and larynx. This, of course, sug-
gests that there are only four articulatory aspects, but this would be an 
over-simplification. The tongue, for example, is in effect a complex articu-
lator, as tip and blade action is to a large extent independent of dorsum 
activity; the velum in Farnetani's classification covers the three-way 
distinction between oral, nasal and nasalized; and the larynx is Farnetani's 
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cover term for all types of phonatory activity and how this is timed in 
respect to articulatory activity (e.g. stop release). 

Our final division of co-articulation is the functional one. By this we 
mean that intersegmental co-ordination can have a variety of consequences 
in the phonology of the language. (This categorization, therefore, is 
phonological rather than purely phonetic.) If a segment slightly alters one 
of its phonetic features due to the influence of a neighbouring sound, and 
the resulting altered segment is still perceived by speakers of the language 
concerned as nothing more than a variant (or 'allophone') of the basic seg-
ment type, then we term this type of co-articulation allophonic similitude. 
On the other hand, if the number of features affected, or the amount of 
change undergone, is such that the altered segment is perceived to be a dif-
ferent segment type altogether (or different 'phoneme'), then we term this 
type of co-articulation phonemic assimilation. Assimilation can be partial, 
in that the changed segment is closer to, but not identical with the source 
of the influence; or total when the changed segment and the source segment 
become identical. Finally, we have to account for the fact that accommoda-
tion processes found in co-articulation need not be restricted to influence 
between neighbouring segments. We can find that a particular phonetic fea-
ture can spread across aseries of segments, even a whole word or string of 
words.3 If this results in the segments concerned altering only allophon i-
cally, we term this allophonic feature spread; on the other hand, if the 
result is aseries of changed phonemes, this falls into the category normally 
termed consonant or vowel harmony. Naturally, this long range influence 
may result in mixed allophonic and phonemic changes. 

The easiest way to illustrate this complex set of categories is to use 
examples from English, where possible. We show these in the following 
tables in terms functional category first, followed by articulator location, 
and then direction of influence. 

In Table 7.3, the articulator places are those of the changed segment. 
Because these coarticulatory changes are normally phonetically greater 
than in similitudes, most articulator changes involve moving from one of 
the categories to another. 

The Scots Gaelic example in Table 7.4 is slightly anomalous, in that this 
change does not occur after all word-final nasals, but is restricted to a small 
subset of these (i.e. a lexically conditioned change). This table does not 
include coalescence, which is the term used when two neighbouring seg-
ments are merged into a new and different segment (normally another 
phoneme of the language). An example from rapid colloquial speech in 

3 To some extent, this area overlaps with articulatory settings in supralaryngeal aspects of 
voice quality discussed in Chapter 6. However, here we are concerned only with features 
that spread due to their occurring in a segment within the utterance concerned. 
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Table 7.3 Allophonic similtudes 

Anticipatory 

Lips 
Lip rounding through consonants when 
followed by rounded vowel [twu]'two' 

Tongue tip/blade 
Dental articulation of [t] when preceding 
dental fricative [ er!8]'eighth' 

Tongue dorsum 
Fronted velar articulation of [k] before a 
front vowel 

State of the velum 
Nasalization of vowel before nasal 
consonant [oun]'own' 

Phonation 
Voicing of [h] word medially following 
a vowel [befierv]'behave' 

Table 7.4 Phonemic assimilations 

Anticipatory 

Lips 
Alveolar to bilabial before bilabials [tem men] 
'ten men' 

Tongue tip/blade 
Alveolar to post-alveolar before post-alveolars 
[5i3 Juz]'these shoes' 

Tongue dorsum 

Perseverative 

Lip rounding during preliminary part of 
consonant following rounded vowel [:Jtw]'ought' 

Post-alveolar articulation of [ t] when following 
[J] in rhotic accents of English [k:JJ!]'court' 

Fronted velar articulation of [o] after a front 
vowel [srg]'sing' 

Nasalization during preliminary part of vowel 
following nasal consonant [nou]'no' 

Devoicing of nasals following voiceless 
consonants [sfllouk]'smoke' 

Perseverative 

[n] to [m] after bilabial plosive [hcepll)] 
'happen' 

Alveolar to post-alveolar after 
post-alveolars in some accents [bJJ]'course' 

Alveolar to velar before velars [teo kAps]'ten cups' [n] to [o] after velar plosive 

State of the velum 
Nasalization of alveolar stops/fricatives before 
[n] in rapid speech [dAnn nou]'doesn't know' 

Phonation 
Devoicing of fricatives before voiceless 
stops in certain phrases [hcef tu]'have to' 

Scots Gaelic initial oral to nasal stops 
after certain words ending in nasal 
[nen] + [kat] > [ne ohat]'of the cats' 

[z] in 'is', 'has', etc. devoices in 
abbreviated form after voiceless stops 
[5e kcets]'the eat's ... ' 
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English would be 'hit you' beingpronounced as [hItfuJ instead of the more 
careful [hIt juJ. 

In our final table (Table 7.5), we will include only one or two examples 
of feature spreading and segment harmony for illustrative purposes. 

Theories of co-articulation 

Farnetani (1997) discusses various theoretical approaches to speech pro-
duction that would account for co-articulation. These are competing 
accounts, and as yet there is no one overall agreed model of co-articulation 
that would seem to support the facts from a large range of languages stud-
ied by phoneticians. 

One approach views co-articulation as speech economy. This means 
that co-articulatory effects are viewed in the main as being strategies 
adopted by speakers to make the transition from one sound to another 
easier to manage. In this case, 'easier' might mean requiring fewer neuro-
muscular actions, or requiring fewer simultaneous neuromuscular actions. 
For example, a co-articulation that changes an alveolar to a dental stop 
before a dental fricative (as in Table 7.3), results in only one set of neuro-
muscular actions for the tongue tip, instead of two. Also, a co-articulation 

Table 7.5 Feature spreading and segment harmony* 

Feature spreading 

Post-alveolar spreading in modern 
colloquial English; anticipatory 

Nasalization spread over vowels and 
approximants; anticipatory and 
perseverative 

Segment harmony 

Vowel harmony in Turkish: vowels 
agree in frontness/backness and 
rounding; perseverative 

Consonant harmony in Etsako: tense 
consonants can only occur with tense 
or neutral; lax consonants can only 
occur with lax or neutral 

Across three segments, e.g. [J!Jit]'street' 

Across four segments, e.g. [uTne] 'ulna' 

Vowel in suffixes must harmonize with 
vowels in root: 

[g0zym] eye + my 'my eye' 
[evim] 'my house' 
[kolum] 'my arm' 
[adamtm] 'my man' 

Lax consonants shown with added [h]: 
[agogö] 'bell' 
[aghagho] 'brains' 

-More details on both harmony cases are given in Laver (1994). 
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that sees the velum lowering during a vowel preceding a nasal consonant 
means that this gesture does not have to be co-programmed with the 
tongue movement commands needed to move from vowel to nasal stop, 
thus easing possible overload on the neuromuscular system. 

Speech economy can also be seen in the 'undershoot' found in rapid 
speech in areas such as vowel production (especially with diphthongs). In 
such cases, the 'canonical' realization of a vowel might not be reached, or 
the full glide of the diphthong may be curtailed. However, speech economy 
must also be balanced with the need to maintain contrastivity for the lis-
tener. So theorists have stressed the importance of acoustic and perceptual 
factors in deciding just how much variability can be allowed during co-
articulation. For example, the exact articulation of Spanish Isl seems to 
vary in different contexts much more than English Is/. This may well be 
because while English also has Ifl (so Isl cannot become too similar to that 
sound without risk of confusion), Spanish does not. This means that Span-
ish Isl can become quite [fJ-like without risk of misinterpretation. 

Other approaches to co-articulation have stressed the idea of co-
production. Researchers holding this view see speech production as con-
sisting of aseries of articulatory gestures, which - rat her than being 
produced sequentially and separately - are more likely to overlap. In this 
model, anticipatory co-articulation derives from the effects of a second 
gesture overlapping a previous one, whereas perseverative co-articulation 
derives from the carry-over of one gesture on to the gesture following it. 
Such views sit well with some recent models of phonology (for example, 
gestural phonology, see Kent, 1997a), and there is debate within phonetics 
as to the extent that co-articulation is rule-governed by the phonology of 
the language, or quasi-automatic responses to physical limitations of the 
vocal system. 

Parametric phonetics
4 

Speech is a dynamic process, but phonetic symbolization treats it as if it 
were static. An alternative method of describing speech on paper that 
avoids the bias of tradition al phonetic symbolization might well be useful, 
therefore. Parametric phonetic description attempts to augment IPA-like 
transcriptions, and to demonstrate how the range of phonetic features (or 
parameters) actually interact with each other in time in the course of a 
particular utterance. Such an approach will clearly allow us to illustrate the 
co-articulatory effects described earlier in the chapter. 

We will explore first what phonetic parameters we might chose for such 
an approach, and then how they might be shown in diagrammatic form. We 

4 Much of this section is based on Ball (1993). 
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will conclude with examples of speech plotted onto parametric phonetic 
diagrams. Information on the pitch movements of intonation and other 
suprasegmental features, while possible to add, is not dealt with here. The 
resultant diagrams would be too cluttered to read with ease. 

As noted in Chapter 3, both consonants and vowels have been 
described by three-term labels. However, this is the basic information 
required to tell one sound apart from another. The full range of phonetic 
parameters that can be exploited during periods of consonant-type articu-
lations might include the following (slightly expanded from the set we 
presented in Chapter 3): 

1 Air-stream mechanism: a) type, b) direction 
2 Phonation/voice quality type 
3 Manner of articulation 
4 Place of articulation 
5 Location of release a) median release, b) lateral release 
6 Type of release (plosives): a) nasal, b) lateral, c) aspirated/unaspirated, 

d) affricated 
7 Secondary articulations 
8 State of the velum: a) oral, b) nasal, c) nasalized 
9 Amount of air pressure (fortis/lenis) 

10 Duration of segment. 

For vowel-like articulations, a similar list might be drawn up: 

1 Air-stream mechanism: a) type, b) direction 
2 Phonation/voice quality type 
3 Tongue height 
4 Tongue position anterior-posterior 
5 Lip-shape 
6 Secondary articulations 
7 State of the velum: a) oral, b) nasalized 
8 Amount of tongue tension (tense/lax) 
9 Duration of segment. 

Even in a parametric account, so me of this infornation can be treated as 
redundant: that is to say can be omitted unless marked as exceptional. For 
instance, we do not need to specify a pulmonic egressive air-stream unless 
another one is being used. Further, the fortis-lenis distinction usually 
co-occurs with voiceless-voiced, and the tense-lax with peripheral-
non-peripheral. Finally, secondary articulations need only be marked if they 
are present, and if they contribute noticeably to the specific sound quality, 
and consonantal release can be considered central unless specified as lateral. 

We are left then with some half-a-dozen parameters that need to be 
mapped for any utterance in a parametric transcription, and we can do this 
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via a parametric phonetic diagram. The basic format for a parametric pho-
netic diagram is agreed upon by most researchers in this area. We have 
already seen basic diagrams of this type in Chapter 4 when we examined 
various release types for plosives. The utterance in question is written 
across the top (usually in IPA transcription), and below are several 'levels' 
reserved for specific parameters (e.g. phonation, velic action etc.). 

Disagreements arise as to how to characterize the states of the various 
parameters. Basically, one approach has lines that move (for example) 
upwards to show a raised velum, and downwards to show a lowered velum 
(see Brosnahan and Malmberg, 1970), while the other would use a straight 
line throughout but alter its form (e.g. dots or dashes) to show the change 
in the velum. To some extent, of course, this is just a representational dif-
ference; but the use of a moving line in this instance does allow us to explic-
itly note the fact that different degrees of velic lowering occur at different 
points in time, resulting in different degrees of nasality. Figure 7.3 illus-
trates these different approaches for just the velic parameter with the word 
'sunny'. 

Another, more intractable problem, concerns how to characterize place 
and manner of articulation for consonants, and tongue height and position 
for vowels. For place of articulation, the decision has to made whether the 
active articulator, the passive articulator, or both will be represented. For 
manner of articulation, on the other hand, we need to decide whether 
differences between, for example, stop and fricative are shown simply by 
different types of line, or whether we attempt to show these iconically by 
illustrating different degrees of channel size through distances between a pair 
of lines. Similarly for vowels: do we show tongue height and position simply 
through the use of different line types, or do we use an iconic approach? 

It is clearly easier to utilize the vertical space of parametric diagrams 
than the horizontal (as that represents the time the utterance takes). One 
solution, therefore, is to use the vertical space to show tongue height for both 
consonants and vowels (i.e. manner of articulation for consonants), but to 
represent place for consonants and position 
for vowels by different line types. The problem 
with this approach is the need for a large ver-
tical space to be set aside for different degrees 
of height. To simplify things, therefore, we 
include a level for 'manner' to distinguish the 
main articulation types. For consonants also, 
we retain a different level for the division of 
the tongue involved (also for side of the tongue 
to show lateral release), and for the divisions 
of the hard palate: this allows us to specify 
things like retroflex articulation. Figure 7.3 Velum diagram 'sunny' 

s      √      n      i
velum raised
velum lowered

s      √      n      i
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These diagrams run the risk of becoming too complicated if we attempt to 
integrate further information (for example, on secondary articulations and 
other places of articulation), but in principle there is, of course, no reason 
why they could not be further extended. In practice, we may well simplify our 
diagrams by using only those parameters that illustrate a particular point. 

We will now show how the full set of parameters can be used to illustrate 
an utterance. The phrase is 'the top most spire': [0;1 Ithapnm60sth Isp=aIlJ 

The set of parameters, and their representation is shown below.

1 Phonation:
Voiced: ^^^^^^^^^^^^^^^
Voiceless: —————

2 Velum (drawn high for raised, low for lowered):
« « « « « « « « « « « « « « « « « « « « « « « « « « « « « «

3 Manner of articulation:
Stop:
Fricative: σσσσσσσσσ
Approximant: AAAAAAAA
Vowel: ΩΩΩΩΩΩΩΩ

4 Division of tongue:
Tip: ............................
Blade: ´´´´´´´´´´´´´´´´´´´´´´´´´´´´´´
Front: ----------------
Back: ``````````````````````````````
Side rims: ˇˇˇˇˇˇˇˇˇˇˇˇˇˇˇ

5 Division of the palate:
Dental: ! ! ! ! ! ! ! ! ! ! ! !
Alveolar: " " " " " " " " " " " "
Palatal: ##################
Velar: $$$$$$$$$$$$$$$$$$
Uvular: ʁʁʁʁʁʁʁʁʁʁʁʁ
Glottal: ʔʔʔʔʔʔʔʔʔʔʔʔʔʔʔ

6 Vowels:
High: ' ' ' ' ' ' ' ' ' ' ' '
Mid: ~~~~~~~~~~~~
Low: (((((((((((((
Front: ) ) ) ) ) ) ) ) ) ) ) )
Back: *************

7 Lips:
Bilabial articulation: ++++++++++++++++++
Rounded: +++++++++++++++
Unrounded: !!!!!!!!

KKKKKKKK
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[ ö a th 0 pn m ö Ü 5 th 
15 p= aI J ] 

Phonation 

Velum 

Manner 

Palate 

langue 

Vowels 

Figure 7.4 
Parametric 
diagram: 
'the topmost 
spire' Lip shape 

(General American pronunciation). This allows us to investigate various 
features, including aspirated versus unaspirated stops and voice onset time, 
nasal release, nasalization of vowels, diphthongs, and retroflexion. Figure 
7.4 shows a full parametrie diagram of this phrase, and you should study this 
to identify the features just mentioned. Note how the aspirated stops are 
followed by aperiod of voicelessness (shown at the vocal fold level) whereas 
the unaspirated one is not. Note also how the articulators do not move after 
the first [p J, but remain where they are while the velum level shows the low-
ering of the soft palate; the raising of the soft palate shows how nasalization 
spreads into the following diphthong. Finally, the tongue tip line interacting 
with the palatalline shows the retroflexion at the end of the phrase. 

Further reading 

The main phonetics texts referred to in earlier chapters deal with double and secondary 
a rticulation. Laver (1994) can be recommended for detailed treatment. Co-articulation is 
not a lways dealt with in introductory texts. However, Laver (1994) discusses it and 
Farnetani (1997) deals with the theoretical issues in detail. Farnetani also has references to 
the classic early studies in co-articulation. 

Linie has been wriHen on parametric phonetics and feature diagrams. An important 
reference, apart from Brosnahan and Malmberg (1970), is Tench (1978), who uses line 
movements rather than line types to show the interaction of parameters. Line types have 
been used in America, devised by Rand J McCall (see Barton Payne, 1990). More 
example diagrams are found in Ball (1993). 
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Short questions 

1 How are double articulations defined? Give some examples of double articulations. 
2 How are secondary articulations defined? Give some examples of secondary articulations. 
3 What are the problems with use of the term 'segmenf in phonetic description? 
4 List the directions of co-articulation, and the vocal organs involved. 
5 List the main functional types of co-articulation . 

Essay questions 

1 Using the references provided, compare and contrast some of the theoretical models of 
co-arliculation proposed in the literature. 

2 Using any word or phrase of at least four syllabies, undertake a parametric analysis and 
draw a parametric diagram, induding all the main parameters described in the chapter. 

3 Use parametric analysis and diagrams to describe the production of !wo double articu-
lated consonants, and !wo consonants with secondary articulation from any language. 
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When we undertake the study oE speech, it is inevitable that we will need 
to provide transcriptions oE a range oE segmental and suprasegmental 
aspects. Transcriptions are usually produced as a result oE auditory analy�
sis, where the transcriber listens to data and matches each sound with its 
nearest appropriate IPA target. It is this type oE auditory impressionistic 
transcription which is discussed in the present chapter. OE course, it is pos�
sible to subject the auditory transcription to instrumental verification, and 
methods oE acoustic investigation and quantification are discussed in 
Chapter 9. Here, we discuss the role oE auditory phonetic transcription in 
the study oE speech, explore differences between general and more detailed 
transcriptions, and offer guidance Eor carrying out transcriptions. 

A note on phonetic ability 

In our experience, there is a wide variety oE ability among phonetics stu�
dents, just as is the case Eor other academic disciplines. For students them�
selves, an initial diEficulty with perceiving, producing and transcribing 
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sounds is frequently a cause for concern. Shriberg et al. (1987, p. 91) for 
example, sum up variations in phonetic ability as follows: 

Every phonetician must have had the experience, at some time or 
other of meeting a person to whom the imitation of the most 
exotic sounds at first hearing presented no difficulty at all. At the 
other extreme are a more numerous minority ... for whom any 
deviation from the native sound system is apparently impossible. 

However, there is no reason for students who encounter such difficulty to 
despair, since sustained practice and hard work, combined with appro-
priate input from instructors will allow even those students who possess -
less-than-ideal auditory skills to reach an acceptable standard (see 
Rosenthal, 1989; Strevens, 1978). 

The role of auditory transcription m phonetics 

At its most basic level, a phonetic transcription is an economical means for 
capturing speech sounds on paper, using largely the IPA as the central tool. 
(We have seen in this book, however, that we sometimes need to adopt sym-
bolizations from sources other than the IPA, i.e. extiPA and VoQS.) A tran-
scription provides a record of speakers' pronunciation across a variety of 
speech sounds and the information which is derived from a transcription 
might then be used, for example, as a description of one style of speaking 
or one accent versus another, or of normal versus disordered speech. In 
addition, a transcription can also help to highlight patterns of pronuncia-
tion which would be difficult to pinpoint just by listening alone. We may, 
for instance, notice auditorily that a speaker produces occasionally friction 
on a target It/, so that the resulting sound is a so-called 'slit /t/', transcribed 
as However, it may perhaps only be when we examine a transcription 
of a stretch of speech that we can confirm whether the process occurs 
randomly, or only in particular phonetic contexts, such as word-final or 
syllable-initial, for example. A phonetic transcription, therefore, provides 
an easily accessible tool for examining articulatory aspects of speech 
sounds. Later on in this chapter, we will outline the types of transcription 
that exist and suggest guidance for carrying out each type. Before this, 
however, we will clarify a number of terms which proliferate in the litera-
ture relating to phonetic transcription. 

Terminology relating to transcription 

At the outset, the student may encounter a potentially bewildering array of 
terms relating to the study of speech, such as phone, allophone, phonetics, 
phonemics and phonology. Admittedly, the phonetics literature has fre-
quently been responsible for causing the confusion, so, given the lack of 



Principles and methods of phonetic transcription 141 

clarity concerning aspects of terminology, we will elucidate the relevant 
terms here. It is crucial that that students make every effort to understand 
them as aprerequisite to transcription. 

The use of the term 'phonetic' is frequently wide-ranging and taken to 
mean simply 'anything to do with speech'. So, for instance, aspects such as 
the physiology of speech production, along with articulatory differences 
between vowels and consonants as well as smaller pronunciation details of 
individual sounds are considered to be 'phonetic'. Within this broad area, 
phonetics, we can identify three main areas which tend to attract academic 
interest, i.e. 'auditory phonetics', 'articulatory phonetics', and 'acoustic 
phonetics'. Auditory phonetics refers to the method of listening to and 
recognizing and differentiating sounds. Articulatory phonetics consists of 
the system of classifying sounds according to their articulatory categories. 
Finally, acoustic or instrumental phonetics deals with the measurement of 
speech, in terms of its physical properties of intensity, duration and fre-
quency (see Chapter 9), or in terms of its dynamic articulatory properties. 
Whereas auditory and articulatory phonetics are subjective and impres-
sionistic, acoustic phonetics provides quantitative evidence for the presence 
of absence of certain features. 

Of course, we agree that all of the above aspects do indeed constitute 
the full range of phonetic study but, when we are dealing with transcrip-
tional aspects, we need to have a more focused definition of the term. In 
this chapter, we will reserve the term 'phonetic' to refer to small articula-
tory differences between sounds so that Ie! and lai, for example, are distin-
guished on the grounds of vowel height. 

A phonetic approach to speech, therefore, analyses the precise articula-
tory features of given sounds. A phonemic approach on the other hand, 
categorizes speech in terms of a number of general sound types, e.g. 
fricative versus plosive. The term 'phoneme', by implication, refers to gen-
eral classes of sound, so that we can refer to all of the sounds on the con-
sonant grid and vowel trapezium of the IPA as phonemes. Consonant 
phonemes are specifiable in terms of their mode of phonation, place and 
manner of articulation while vowel phonemes are classified according to 
tongue height, tongue advancement and lip-rounding features. Although it 
is certainly the case that substituting one of these phonemes for another 
may change the meaning of the word that is produced, we do not, at this 
stage, wish to invoke the notion of meaning differences as forming part of 
our definition. It is sufficient at this point to state that all sounds are 
potentially contrastive, i.e. it is possible that substituting one for another 
will result in a change of meaning. 

Phonemic and phonetic transcription 

As we have stated above, transcription seeks to capture speech sounds on 
paper. Before we undertake a transcription, however, we must decide how 
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detailed we wish it to be. Our recommendation is that we always seek to 
transcribe as accurately as possible, i.e. by recording all the articulatory 
detail that exists in the speech sampie. So, for instance, we might need to 
indicate that the Iml sound in 'horne' is idiosyncratically realized aS[I1}J, i.e. 
as a voiceless bilabial nasal. When we have produced such an analysis, we 
can, if necessary, exclude from the transcription any detail which we deern 
to be unimportant for the next stage of our investigation. For instance, we 
may decide that we wish to pursue an analysis of voicing characteristics of 
consonants, i.e. whether fully voiced or voiceless, or having an intermedi-
ate voicing characteristic. On the other hand, if our transcription is made 
only with reference to general phoneme categories then it will be impossi-
ble to infer articulatory details from that transcription at a later stage of 
analysis. We therefore would assurne that all target alveolar nasals are, in 
fact, voiced. A phonemic transcription, therefore, has the potential to be 
misleading. 

It is as well to point out at this stage, however, that the perfect or ideal 
phonetic transcription probably does not exist, given that transcribers are 
likely to differ in at least a small way in their transcription of various 
sounds. Indeed, it may be the case that an individual transcriber produces 
somewhat different transcriptions of the same data sampie at different time 
intervals. These phenomena are known as inter-transcriber and intra-tran-
scriber variability, respectively. Nevertheless, it is important that we aim for 
a high level of accuracy when we transcribe, and it is also important that 
our transcriptions can be subject to reliability checks either from our peers 
or teachers. Edwards (1986) provides targets of accuracy to aim for in tran-
scription. She suggests that a score of 95 per cent success in transcribing 
real words and 90 per cent for non sense words should be achieved in each 
exercise before students proceed to the next one. These targets are effective 
means of monitoring progress in transcription, both for teachers and for 
the students. The targets are also effective in reminding us of the need for 
accuracy in transcription. 

Types of information recorded in phonetic transcriptions 

As has been indicated above, transcription offers us the option of indicat-
ing either general or detailed contrasts between sounds. A general tran-
scription may be referred to as phonemic or broad, because it attempts to 
capture broad differences. A more detailed or phonetic transcription is also 
known as narrow, since it captures the exact articulatory details of each 
sound. On the one hand, the consonant grid and the vowel trapezium pro-
vided by the IPA identify only general categories of sounds. As we have said 
above, each one of these sounds may be thought of as a phoneme, in the 
sense that each has the potential to function contrastively. So, for instance, 
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we might use the resources of the consonant chart and the vowel chart to 
transcribe an utterance in the foHowing way: 

Does she even need to ask for permission? 
[dAZ fi iV;1n nid tu ask b p;1mIf;1n J 

Inherent in this transcription is the assumption that each of the written 
symbols is an accurate representation of the spoken sampie. The first conso-
nant in the example, for instance, suggests asound which is voiced and alveo-
lar. With regard to the third and the fourth sound, the implication is that the 
speaker produces a voiced alveolar fricative, then moves the lingual obstruc-
tion to the post-alveolar place of articulation while simultaneously stopping 
the vocal folds from vibrating. In the case of vowels, the [iJ suggests that the 
speaker is pronouncing a fuHy front, fuHy elose vowel, i.e. Cardinal Vowell. 
It may weH be that, in a hyper-formal citation type of realization, a speaker 
does pronounce the given sentence in this way. However, there may weH be 
cases in which we would want to indicate that a speaker produces the Idl with 
the tongue behind the upper teeth, hence [gJ or that the articulation of two 
potential consonant sounds is coHapsed into a single one, hence Izl and Ifl 
become merely [f]. With regard to vowels, we might need to specify that real-
izations are lower, for example, than the Cardinal vowel transcription sug-
gests. Given that we wish to indicate this level of phonetic or articulatory 
detail in transcription, we will need to use a narrow or phonetic transcription. 

The IPA offers a set of so-caHed diacritics, whose purpose it is to indi-
cate narrowing, or articulatory detail. These diacritics provide us with the 
capability of indicating, for example, that a particular vowel in a given 
speaker's accent is produced further forward than the nearest Cardinal 
vowel equivalent, or with more lip-rounding. The fuH range of IPA diacrit-
ics is given in Figure 8.1 whilst Figure 8.2 demonstrates how they relate to 
vowel categories. 

Learning transcriptional skills: the contribution of 
auditory and articulatory phonetics and phonology 

The process of learning phonetic transcription is rat her like learning a sec-
ond language. In language learning, it is crucial that we acquire a set of 
tools, such as how to pronounce the sounds of the new language, what the 
words mean and how words go together to make sentences. Similarly, in 
learning transcriptional skills, we have to become proficient in recognizing, 
producing and capturing the symbol which corresponds to particular sound 
types. However, we wish to point out forcefuHy that transcription is not 
merely a memory test in which listeners match a perceived sound up with a 
symbol which is stored in a listener's mental dictionary. Such sound-symbol 
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DIACRITICS Diacritics may be place above a symbol with adescender, e.g. n 
Voiceless IJ. 9 Breathy voiced p. H Dental t d 

0 .. ~ 

Voiced § t Creaky voiced Q g Apical ! d 
v - ~ 

h Aspirated t" dh Linguolabial tA <1 Laminal t <i ~ = 
More rounded :J w Labialised tW dw - Nasalised e 

) ) 

Less rounded :J i Palatalised ti di n Nasal realease d 
( ( 

Advanced V- Y Velarised 
+ tY dY I Lateral release d 

Retracted e ~ Pharyngealised t~ d~ 
., 

No audible release d -.. 
Centralised e " - Velarised or pharyngealised 

>< Mid-centralised >< 
(~ = a voiced alveolar fricative) e Raised e ... ... 

Syllabic n Lowered e (ß = voiced bilabial approximant) 
I I T T 

Non-syllabic ~ Advanced tongue root e ,., -t -t 
~ Rhoticity a< a- Retracted tongue root e 

~ ~ 

Figure 8.1 IPA diacritics 

matching is no more than the first step and, if we were to progress no fur-
ther than this, we would manage to produce nothing better than a broad 
phonemic transcription of speech, the inadequacies of which we have 
already explained. 

When we are attempting to acquire transcriptional skills, it is also CfU-

cial that we equip ourselves with abilities in auditory and articulatory pho-
netics. Auditory phonetics, i.e. the sub-field within phonetics which trains 
listeners to focus on individual speech sounds, enables us to identify sounds 
that we he ar and to recognize contrasts between one sound and another. 
Articulatory phonetics allows us to classify sounds according to their artic-

ulatory make-up and provides a set of target 
points within the vocal apparatus for us to fol-
low. So, for instance, if we hear a vowel which 
differs from its nearest Cardinal equivalent, we 
need to be able to reproduce the sound and 
relate the auditory difference to the activity of 
the articulators in the vocal cavity. 

Indicating phonological aspects of speech 
in transcription 

Figure 8.2 Diacritic usage with vowels 

As stated above, skills in auditory and articula-
tory phonetics provide important contexts for 
carrying out phonetic transcription. In addition, 

˚̊̊̊

i≠" ≠̈≠/u≠≠_

ˆ¢" u~/U

e~ ç~ ç3

ç+

a= A+a_/A_

a3/Q

e4/E3

e3
i¢"
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a knowledge of the phonology of speech is also helpful. For our present 
purposes, we will define phonology as aspects of connected speech which 
derive from the transition of one sound to another. We might also refer to 
such aspects of connected speech as co-articulation or phonological 
processes. For example, students will frequently ass urne that 'strength' is 
produced as [stleIJ8J and, while this may be a possible pronunciation, it is 
more likely that [stleIJk8J represents an naturalistic pronunciation. Using 
this example, we can state that, in naturalistic speech, a phonological 
process of insertion has operated, whereby the inserted velar plosive pro-
vides an anchor point for the back of the tongue, as it moves from a velar 
to a dental place of articulation. Although listeners may not have been 
aware of this process on initial listening, the new knowledge that such 
processes may occur helps train their ears to listen for similar phenomena 
elsewhere. We can best view the phonological organization of speech as a 
set of processes (see Grunwell, 1987; Hodson, 1980; Ingram, 1981; Shriberg 
and Kwiatowski, 1980; Weiner, 1979). These processes fall into two general 
categories, i.e. substitutions (where the target phoneme is realized by a 
sound which differs in so me phonetic respect from the target) and omis-
sions (where a target sound is completely left out). Within the category of 
substitutions, we can envisage examples of assimilation and dissimilation. 

Since these processes do not occur for all speakers, so we can refer to 
them as being optional. There are also several obligatory phonological 
processes which operate in English, i.e. processes which are thought to be 
physiologically dictated and therefore outside the control of the speaker, 
such as vowel nasalization in the environment of a nasal consonant, or 
aspiration of a voiceless plosive where the plosive occurs in stressed word-
initial, syllable-initial position. It might be argued that, if these processes 
are obligatory and predictable, there is no need to indicate them in tran-
scription. However, we wish to argue here that obligatory processes should 
be recorded, since the ideas of compulsory and predictable may vary 
according to the particular variety of speech which is produced, and it will 
also differ between normal and disordered speech. In the section which fol-
lows, we will suggest so me tools which you might use for training your-
selves to arrive at a realistic transcription. 

The phoneme and phonemic analysis 
Above, we have defined a phoneme as a general sound category. Using this 
definition, all the sounds represented on the IPA consonant and vowel 
charts constitute phonemes. Traditionally, however, the term 'phoneme' 
has been reserved for a speech sound that, when substituted for another, 
brings about a change in meaning. For example, in the English word 'flint', 
there are five separate speech sounds or phonemes, that is /f, 1, I, ll, tI. In a 
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m 
p b 

f v 

w 

further Enghsh word ghnt, there are also five speech sounds, Ig 1, I, n, t! 
The only difference between 'flint' and 'glint' is the initial sound in each 
word and the meaning of the words. When we substitute Igl for If/in this 
way and bring about a change in meaning, we say that the sounds in ques-
tion are phonemes and that there is a phonemic distinction between them. 
A pair of phonemes is also known as a minimal pair. 

Phonemic distinctions can occur in any position within a word. We 
could also identify, for example, a word-medial phonemic distinction, 
where the Id/ and /l/ in 'bidding' and 'billing' constitute separate phonemes, 
as weIl as word-final phonemes such as the Isl and Igl in place and plague. 
It is important to note that when we are attempting to identify phonemes 
we must do so on the basis of sounds which occur in identical positions in 
otherwise identical items (i.e. in parallel distribution). 

We can also identify phonemic contrasts on the basis of units somewhat 
smaller than the traditional segment. In some varieties of English, for 
example, differences in vowellength may be responsible for a phonemic dif-
ference, 'heed' [hid] versus 'he'd' [hi:d] and 'road' [rod] versus 'rowed' [ro: 
d]. The concept of sound change resulting in meaning change or con-
trastivity is therefore central to the definition of phoneme. 

If the substitution of one feature for another does not result in a change 
in meaning, then we say that the sounds or features in question are in free 
variation. For example, in some varieties of English, we have the glottal 
stop frequently substituted for alt/. These substitutions are merely alter-
native phonetic realizations of the target sound, they do not result in a 
change of meaning. 

When we undertake an analysis of a speaker's output, it is likely that we 
will want to uncover the full range of phonemic contrasts that the speaker 
can produce, as weIl as their articulatory capabilities. This will be relevant, 
for example, in determining the phonological stage that a child has 
reached. The phonemic system of normal adult English speakers contains 
approximately 40 sounds, i.e. 40 sounds which are potentially contrastive. 
Of these 40, 24 are consonants and 16 are vowels (for a discussion of the phone-
mic inventories in a range of languages, see Laver, 1994, p. 573). The con-
sonant phonemes are given in Figure 8.3. The task of establishing the core 
vowel phonemes of English, however, is less straightforward, because enor-

n Q 
t d tj d3 k 9 

o a 5 z I 3 

I r h 

mous variation exists in vowel realization for most 
accents. For RP and GenAm, though, see WeIls's 
(1990) list of vowel phonemes which he categorizes in 
terms of short vowels, long vowels and diphthongs. 

Figure 8.3 Inventory of 

Whereas the notion of phonemic contrasts under-
pins much of successful communication (it is, for 
example, important that speakers master the Ip, fl 
contrast if they are able to make the distinction consonant phonemes 

I 
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between 'pair' and 'fair'), we might envisage situations where the normal 
system of phonemic contrasts has broken down either temporarily, or more 
permanently. For example, speakers with dental appliances may have diffi-
culty with dental sounds, so that the required /s, 8/ contrast for 'mouse' and 
'mouth' is not made. In cases such as this, listeners are reliant on the con-
text in order to interpret the utterance. Without the aid of context, such 
phonemic collapses would have a significant effect on intelligibility and 
communication. 

From what we have said in this section, it will be clear that a phonetic 
analysis combined with a phonological description of speech offers a use-
fully detailed account. One type of analysis without the other runs the risk 
of being somewhat limited. For example, if we perform a solely phonemic 
transcription, the underlying assumption is that phonetic variation is either 
non-existent or unimportant. 

Do we store sounds as phonemes or allophones? 

The aspects of phonetic and phonemic analysis and transcription, along 
with insights from phonological organization which we have been dis-
cussing so far in this chapter obviously provide us with a useful means of 
understanding important strands in the study of speech. However, they 
also offer us a framework for understanding some of the mental processes 
which operate when we produce speech. For example, while we know that 
we can transcribe sounds depending on whether they are targets or allo-
phonic variants, it may be interesting to ask how we actually store these 
sounds in the brain. Do all speakers of English, for example, store a set of 
target phonemes in their mental lexicon and just add the appropriate artic-
ulatory variation at will? Or is it the fact that we store sounds in their allo-
phonic form? This aspect of phonetic study, i.e. in which we attempt to 
explain how listeners and speakers organize and perceive speech is known 
as psycholinguistics. 

Within the discipline of psycho linguistics, it is suggested that speech pro-
duction and perception can be described in two possible ways, i.e. using 
either a phonological or a physiological model. The phonological model 
suggests that we store sounds as discrete phonemes and that narrow pho-
netic details are not important. So, for instance, we store lzl rather 
i.e. a devoiced variety of /z/. According to phonological models, when we 
need to produce speech, the required sounds are transmitted in the form of 
a series of neural impulses. In the case of /s/ followed by Ill, for example, 
various nerves control voicelessness, frication and alveolar place of articu-
lation. They then return to rest and regroup themselves in order to produce 
voice, lateral stricture and a second alveolar place of articulation. Physio-
logical models of speech production, on the other hand, state that such a 
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rigid phonemic ordering of sounds would be physically difficult, if not 
impossible to achieve. They suggest, by contrast, that sounds may be pro-
duced simultaneously and overlap with one another. This notion of inter-
relationships among sounds, i.e. whereby one sound affects another, is part 
of what we have been referring to in this book as 'phonology', and has also 
been described as 'parametric phonetics' (see Ball, 1993; Laver, 1994). 

It is interesting to question whether listeners perceive speech either on a 
phonemic level or a phonetic level. Once more, phonological models tend 
to suggest that we understand speech by processing it on a broad phonemic 
level. So, when we hear a word such as [bAt;)l] the particular allophonic 
detail of the /tl (which may indicate the speaker's regional background, for 
instance) is a level of message-decoding that comes after the basic inter-
pretation of the semantic meaning. The physiological studies, however, 
suggest that the allophonic decoding is part and parcel of the overall per-
ception of the speech signal. 

What do we need to transeribe? 

5ince we have established that we wish our transcriptions to be accurate 
reflections of a speaker's output, it is clearly important that we sampie a 
range of speech styles, i.e. formal and informal. Many existing textbooks 
in phonetics pay rather litde attention to the kind of detailed articulatory 
aspects of sounds we have mentioned above. Instead, they tend to focus on 
a largely phonemic approach to transcription. The implication of using 
phonemically oriented textbooks is that students may well become adept at 
phonemic transcription without having any idea how to approach tasks 
where more detailed analysis is required. In this book, our aim is to target 
detailed phonetic listening, using data from a range of accent and style-
varied contexts. Even though formalized data, such as nonsense words and 
citation forms, offer an important means of training listeners to achieve 
auditory competence, we must aim towards a detailed transcription of real-
istic, casual speech forms. In the next section, we look at methods for 
acquiring the skills which are necessary for producing a detailed phonetic 
transcription. 

Materials for learning phonetic transcription 

Here, we suggest a number of tools for equipping students with the skills 
which are necessary for phonetic transcription, and it is hoped that many 
of the methods we discuss will also be relevant to the more advanced stu-
dent. In particular, we examine the role of computer programs, books, 
audiotapes and videotapes. While not all of these materials are overdy 
designed to help with transcription, they do, however, highlight a number 
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of auditory and articulatory skills which, as we have seen, are a crucial 
prerequisite to transcription. 

Books 

It is probably true to say that most students learn their introductory pho-
netics largely from a textbook. However, whilst a textbook can offer a 
solid grounding in the explanation of phonetic terms and concepts, it can 
never offer the auditory stimulation which is a crucial element of phonet-
ics learning. Furthermore, as we have stated, existing textbooks tend to 
concentrate on only a broad phonemic approach to transcription. One of 
the few exceptions is Laver's (1994) Principles of Phonetics which contains 
a detailed section on principles of transcription, with particular focus on 
the phonemiclphonetic distinction. We might therefore envisage a sit-
uation, for instance, where students could acquire detailed competence in 
describing all the IPA phonemes without actually recognizing them 
when they occur in their own speech. Clearly, it would be highly dubious to 
refer to such a skill as a truly phonetic ability. So, it is important to hear 
each one as it is introduced and it is crucial to be able to reproduce each 
one, for the purpose of identifying articulatory activity. In fact, when it 
comes to identifying and transcribing allophonic detail in speech, tran-
scribers can do so only on the basis of identifying and reproducing the orig-
inal sound. 

Audio recordings 

Given that auditory skill is an requirement for transcription, it is obviously 
crucial that students are exposed to a range of speech sampies in order to 
enhance their perceptive abilities. While many sampies may, of course, be 
provided live in the dassroom context, it is important that additional 
audio-taped material is also used, for use outside dass. Such tapes may be 
provided by the teacher, as an accompaniment to the phonetics course, or 
they may be available on a commercial basis. In all cases, taped material 
should be used to reinforce particular aspects of phonetics. Classes on 
ac cent variation, for example, might link up with taped sections where stu-
dents are asked to transcribe target vowels in a range of accents. 

Video recordings 

In this section, we wish to highlight two main types of video-taped materi-
als which are likely to be of use in acquiring transcriptional skills. First, 
there are those which provide visual imaging of the activity of the vocal 
organs and the articulators during speech production. For example, it may 
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well be the case that a student who has difficulty with relating vowel theory 
to lingual activity might be aided by an X-ray video of the tongue. It will 
also be possible to gain a greater understanding of lingual activity and 
dynamism during speech production by means of videos which were devel-
oped to explain certain investigative phonetic techniques, such as elec-
tropalatography (EPG). Of course, the ideal situation would be for 
students to perform EPG investigation themselves, i.e. by use of a pseudo-
palate interfaced with appropriate computer software. However, where 
such facilities are unavailable, video extracts have the potential to illustrate 
basic points. Figure 8.4, for example, shows a sampie video screen of nor-
mal and abnormal productions of a target sound. 

The second category of video material has, perhaps, a more obvious 
application to transcription skills, insofar as it demonstrates a range of 
speech sounds produced by live speakers. By hearing and watching the 
speakers, it is possible to acquire prowess in auditory training and in rec-
ognizing the visual cues which enable the identification of speech sounds. 

Computer software 

In recent years, the use of computerized phonetics learning packages has 
become widespread. Most packages contain similar components and target 
general phoneme identification skills. They allow students to perform two 
main tasks, i.e. to hear individual IPA sounds by clicking on an appropri-
ate symbol, and to identify IPA sounds which the computer generates ran-
domly, in the format of a quiz. Figure 8.5, for instance, shows the screen 
from the vowel section of phonetic symbolic guide, while Figure 8.6 shows 
the consonant screen. 

Some programs, however, are rat her more ambitious than those men-
tioned above. For example, as well as containing symbols and digitized 
sounds corresponding to each symbol, Phonetics Training Tools shows 
vocal tract configurations for every sound. Such a means of presentation 
allows users to view articulatory activity in a way which has only previ-

ously been available to those engaged in pho-
netics research. (We should note, however, that 
as many of these programs were prepared pre-
1986, they do not incorporate the 1989 revi-
sions to particular IPA symbols.) 

The software packages mentioned above 
play an important role in acquiring the skills 
which are needed for phonetic transcription, 
but there are also packages available which tar-
get transcriptional skills directly. Without 

Figure 8.4 An electropalatographic trace doubt, the most valuable of these is the IPA 
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Symbols 

Exer cise I - Discrim inating the IPA Vowels 

ID :<1cu!;1 iODS: 
I . C I lek Hear test vowel to hear the test sound. 
2 . CI lek on any IPA symbol to eilher Hear i t or find information 

abouL it. (Cliek Hellr it or Find it, below left, Lo ehoose.) 
3 . CI iek Show IPR Lo see Lhe eorreeL answer. 
4 . CI iek Select new uowel Lo do anoLher one. 

Select new uowel Show IPR ) 

Volum~ Hellr test vowel IPA

w u 

Hear It e' a J1I e 

0 

Find it t 
A 0 

'" 
e. 0. 

a: n 

Symbols 0El 

Exercise 2 -- Discr iminating the IPA Consonants 

Instrucli ons: 
1. CI iek Hear test consonant Lo hear Lhe test sound. 
2 . Cl iek on any IPA symbo l Lo eilher Hear i t or Find information 

about i t. (Cliek Hear it or Find it, below left, Lo ehoose.) 
3 . CI iek Show IPA Lo see Lhe eorreet answer. 
4 . CI iek Se l ect new consonant to do another one. 

Select new consonant ) ( Show IPR 

vo;. 

Hellr test consonllnt IPA

p 
t 

t 

c lt q 
1 

b d cl. J 9 

G 
Hellrit 
find it m l1) n 

rt Jl ~ " 
+ f 

6 s 

J 

iO ~ x X 11 

11 

jl v 15 z 

3 

~ j 
y ~ ~ 1\ 

Figure 8.5 Vowel 
screen from 'Phonetic 

Symbol Guide--Electronic 
Edition' 

Figure 8.6 Consonant 
screen from 'Phonetic 

Symbol Guide-Electronic 
Edition' 

Transcription Tutorial Model 4335 program running on the Kay Comput-

erized Speech Lab™ (CSL). Although this allows us to perform the tasks 

which are covered in more basic programs (i.e. sound-symbol correspon-

dences) , it also enables students to assign symbols to their own data. For 

example, if users have difficulty in choosing a symbol to represent par-

ticular pronunciations, they can view stored sampies of similar sounds 

along with their spectrographic and palatographic versions. They can, 

therefore, decide which sound corresponds most closely to the one they 

are investigating. 
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Summary 

In this chapter, we have covered a range of lopics which are imporlant for successful audilory 

Iranscription, where 'successful' means thallhe transcriplion has caprured delailed arliculalory 
aspecls of Ihe original sampie. We have also offered some guidance for training oneself 10 

acquire Ihe skills which are necessary prerequisiles 10 Ihe lranscriplion process. 

Further reading 

With respecllo Iranscriplion, the besl work thaI can be done is 10 engage in Ihe lask ilself 

as offen as possible. For Ihis reason, Ihe lasks given in Ihe queslions below are of a 
praclical nalure. In addilion, il helps 10 train oneself in audilory skills, using the lechniques 
menlioned in Ihis chapler. With regard 10 video-Iaped malerial which helps 10 enhance 
perceplual phonelics, Ihose produced by the University of Edinburgh, UK, are particularly 
valuable. The videolape illuslraling the lechnique oF eleclropalalography is available from 
the Departmenl of Linguislic Science al the University of Reading, UK. The 'phonelic 

Symbol Guide-Eleclronic Edilion' (PSG) is a HyperCard-based version of Pullum and 
Ladusaw's (1986) book Phonetic Symbol Guide, whereas the Kay software referred 10 is 

fPA Transcription Tutorial Model 4335 program running on Ihe Kay Compulerized Speech 
Lab™ (CSL). Phonetics Training Too/s is available from the Departmenl oF Linguislics, 
University of Michigan . 

Short questions 

1 Give Ihe phonelic symbols for the consonanls in the following words: 

rough 
hymn 
cough 
ca Ich 

2 Produce Ihe following consonant sounds (foUowed by a vowel sound): 

[w] 

U1 
[d31 

[M] 
[9] 

[sl 
[xl 
[1)] 
[öl 

Ul 
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3 Give the phonetic symbol which corresponds to each of the following descriptions. Then 
produce each of the sounds. 

voiced, bilabial, plosive 
voiceless, bilabial, plosive 
voiced, velar, nasal 
voiceless, labio-dental, fricative 
voiced, velar, plosive 
voiceless, velar, fricative 
voiced, alveolar, approximant 
voiced, palatal, approximant 
voiced, alveolar, top or Rap 
voiceless, post-alveolar, fricative 

4 State whether the following descriptions are possible articulations. 

voiced, bilabial, nasal 
voiced, alveolar, ejective 
voiceless, glottal, fricative 
voiced, bilabial, implosive 
voiced, palatal, fricative. 

5 State wh ether the following descriptions constitute possible vowel articulations or not. If the 
articulation is possible, give the appropriate IPA symbol for the sound. 

front, dose, unrounded 
front, open-mid, dose, rounded 
back, central, dose, rounded 
back, centralized, dose, rounded 
back, open, rounded. 

Essay questions 

1 What role does phonetic transcription play in accounts of speech production characteris-
tics of individuals? 

2 How have psycholinguists attempted to explain how language is stored in the brain and 
transmitted to the appropriate vocal organs? 

3 Explain the notion of 'contrastive function' with regard to English, or one other language 
with which you are familiar. 
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For most of this book, we have been discussing ear-based approaches to 
phonetic study. Such approaches have an important place in phonetics, since 
not even the most basic of analyses could be performed without reasonable 
auditory skills. Nevertheless, there are, inevitably, cases where solely ear-
based approaches are inadequate. For example, when our transcription indi-
cates that particular sounds have certain articulatory features, we may wish 
to confirm that these articulatory characteristics are, in fact, present acousti-
cally. As well as satisfying our own aims towards accuracy, we mayaiso need 
to prove to others that our descriptions or transcriptions are correct, and 
acoustic analysis offers a useful tool in this process. 

Furthermore, in legal trials, for instance, phoneticians are increasingly 
being called upon as expert witnesses. They may, for example, be asked to 
comment on whether the voice on a tape-recorded phone call is likely to be 
that of a given suspect. In such cases, it is obviously important for 
phoneticians to offer so me acoustic, quantifiable data to back up their 
opmlOns. 

Finally, there are other situations where only acoustic measurements 
have any real validity. For instance, if we wish to focus on the pitch of a 
speaker's voice then auditory analysis will merely allow us to state that one 
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speaker is relatively high or low in comparison to another speaker, or that 
that speaker has a comparatively wider or narrower pitch range. However, 
we can only offer quantifiable evidence for such impressions when we carry 
out acoustic analysis. Indeed, we imagine that the future of phonetic study 
may move in the direction of largely acoustic accounts, and away from the 
tradition al impressionistic and auditory bias. 

In this chapter, we will introduce aspects of the acoustics of speech 
transmission, with particular focus on pitch and intensity. We will then 
explain methods for measuring these features and we will suggest some 
contexts in which the results might provide interesting insights to various 
aspects of phonetic study. 

The acoustics of speech transmission 
When we hear the speech of people we know well, we are aware of a num-
ber of aspects which characterize those speakers in particular and distin-
guish them from others. For instance, males will usually speak at a lower 
pitch level than females, and members of a given speech community may 
tend to produce vowels and consonants somewhat differently to those out-
side the community, even though they share the same overall inventory of 
sounds. As well as recognizing these relatively permanent traits in speech 
output, we mayaiso notice when individuals speak, for example, more 
loudly than usual, or at a higher pitch than is normal, or with a rather nasal 
voice. These temporary modifications to the speech may lead us to infer 
that the speaker is angry, or nervous, or suffering from the cold. All of these 
features, i.e. loudness and pitch and nasal resonance, are aspects of the 
acoustic make-up of the speech. Despite the fact that listeners tend to be 
intuitively aware of such aspects of the speech signal, and routinely use 
them to identify speakers and to decode mood, we are rarely informed as 
to how the full range of acoustic properties of speech contributes to the 
overall message. In this section, we will explain the acoustic properties of 
speech, and demonstrate how modifications to each of these acoustic 
aspects affects the speech signal. 

Aspects of sound transmission 

Every sound, whether speech or non-speech, begins with a body of air 
which is set in vibration. As we will explain in Chapter 10, it is this vibrat-
ing body of air which stimulates the nerves of the auditory system, thus 
transmitting sound waves to the inner ear. The particular type of sound 
which is produced will vary according to two main factors. The first of 
these concerns the size and the shape of the body of air in question. A short 
and narrow body of air in vibration will produce a higher pitched sound 
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than will a Ion ger and wider body or air (a piccolo, for instance, will sound 
an octave higher than a flute, because of the piccolo's smaller size). Second, 
the sound will vary depending on how forcefully it is produced. As a gen�
eral rule, a forceful initiation will result in a relatively loud sound while a 
comparatively weak initiation will produce a quieter sound. 

We can illustrate the process of sound transmission in more detail using 
the simple example of a pendulum in motion. The process of setting a pen�
dulum in motion consists of three main stages which are schematized in 
Figure 9.1. 

First, the pendulum begins at a position of rest (C). Second, it is hit so 
that it moves away from the rest position. The more forcefully the pendu�
lum is hit, the greater the disturbance to the surrounding air will be, and 
the further it will move away from the rest position. Once it has reached the 
furthest point beyond the rest position (B) its action reverses and it 
attempts to return to rest. However, the movement has, by this stage, built 
up momentum and the effect of this momentum is that the pendulum is 
pushed beyond the rest position. As a result, it overshoots the rest position, 
and arrives at position (A). The movement of the pendulum will continue 
until it loses momentum, either gradually, or by being physically damped. 

We can translate the simple movement of the pendulum into an acoustic 
representation known as a waveform. In Figure 9.2, the waveform illus�
trates a movement from rest to positions above and below the rest line. We 
can describe the movement from rest to position 2, through position 3 and 
back to rest again as a cyde, whereas the distance from rest to the peak of 
the wave is known as dis placement. 

Simple and complex waveforms 

We have shown in Figures 9.1 and 9.2 that certain sounds produce visually 
regular waveforms. In each case, the rather neat rising and falling contours 

Figure 9.1 A pendulum in motion 

A
C

B
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Figure 9. 2 Asound 

waveform in 

diagrammatic form 

of the waveform reflect the backwards and forwards movement of body of 
air in vibration. This kind of regular waveform is known as a simple or 
periodic wave form. Other simple waveforms would be produced by a tun�
ing fork being hit off a hard surface, or a drum consistently being hit in the 
same place. In all of these cases, the sound produces regular vibrations in 
the inner ear of the listen er (the role of the ear in receiving sound vibration 
will be discussed further in Chapter 10). However, not all waveforms are 
simple. In speech, for instance, there will be waveforms of the type shown 
in Figure 9.2 but, within each cyde (e.g. from A to B), it is likely that fur�
ther components, or cydes, will be present, in the form of a complex or 
aperiodic wave, as illustrated in Figure 9.3. 

In speech, it is likely that we will have a combination of relatively simple 
and complex wave forms, as Figure 9.4 illustrates for a short stretch of 
speech. 

This variation between simple and complex waveforms comes about 
because, as we have seen, speech production is the result of a number of 
interacting aspects. The basic frequency, or fundamental frequency (Fo) of 
speech derives from the rate of vibration of the vocal folds, and this par�
ticular wave is known as the source wave. The other frequencies, i.e. those 
which are above the basic frequency, are known as filters or harmonics and 
are multiples of the fundamental. If the vocal folds, for instance, vibrate at 
150 Hz per second, then the second harmonie will be at approximately 
300 Hz, the third will be at 450 Hz and so on. The location of each of the 
harmonics has varying and complex effects on the air pressure levels and 
they produce sound waves which frequently move up and down in a fairly 
complex manner, rather than in straightforward regular motion. Once the 
airstream passes into the oral tract, it is further modified, or filtered. The 
effect of this filtering is that sounds at certain frequencies will be exagger�
ated or deleted. So, in summary, the complex waveform which characterizes 
speech comes about as a result of the vocal fold vibration combined with 
the filtering effect of the articulators and the vocal tract. 
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Frequency and pitch 
In addition to merely producing asound by causing a body of air to 
vibrate, it is also possible to exert some control over the quality of the 
sound that is finally produced. If we were to imagine plucking an elastic 
band, for instance, it should be clear that certain aspects would affect the 
pitch of the sound. For example, if we were to tighten the string while 
applying the same degree of force then the pitch of the sound would rise. 
If we were to loosen the tension on the string, however, the sound williower 
in pitch. In effect, our perception of pitch in this case relates to the number 
of cycles that that are completed within a given time. For example, in 
Figure 9.5, the portion at (b) will be higher than the portion at (a), because 
(b) contains more cycles. In acoustics, cycles are measured in seconds, and 
cycles per second are usually known as Hertz. So, a waveform of 200 Hz for 
instance, means that 200 cycles are completed per second. 

We have mentioned that an elastic band with a relatively high tension 
will, when plucked, vibrate more quickly and, therefore, produce a higher 
pitch than a comparatively lax band. In speech, similarly, the relative pitch 
of asound derives from the speed of vibration and tension of the vocal 
folds, combined with their inherent size and shape. Table 9.1, for example, 
summarizes data from Baken (1987), where average Fo measurements are 
given for various groups of speakers in reading and conversational styles of 
speech. 

Table 9.1 Average Fo measurements 

Speaker sex Speaker age 
(average for group) 

Style of speech task Mean value 
(Hz) 

Male 
Male 
Male 
Female 

Female 

Female 

20.3 

73.3 

45.4 

24.6 

35.4 

85 

Figure 9.5 Waveform cycles 

Spontaneous 

Spontaneous 

Reading 

Reading 

Reading 

Reading 

157 

119.3 

107. 1 

224.3 

213.3 

199.8 
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Of course there will be occasions on which pitch is absent during speech 
production, i.e. during voiceless sounds. 

It is as well to point out at this stage that our perception of pitch does 
not relate in a simple way to Hertz measurements. For instance, if we 
were to hear two sounds one of 200 Hz and the other of 400 Hz, we 
would not judge the second to be twice as high as the first one. Addi-
tionally, our ears tend to be much more sensitive to pitch and to pitch 
changes in the lower frequencies, compared to changes in the higher fre-
quencies. Our perception of pitch, in fact, is measured following the mel 
scale which provides a logarithmic rather than a linear scale. The mel 
scale, and other means for measuring perceived pitch valves, will be dis-
cussed in more details in Chapter 11. 

Amplitude, intensity and loudness 

We have said above that it is possible to initiate sounds with greater or 
lesser force, resulting in differences in perceived loudness. In order to 
illustrate this point, we might think of the example of producing the 
same syllable, once loud and once quiet. Although the syllables contain 
the same cycles per second, the effect of greater or lesser displacement 
varies, reflecting the greater or lesser disturbances of air. For the pur-
poses of general acoustics, this displacement is known as amplitude but, 
for speech research, we usually refer to intensity. Intensity, therefore, is 
the acoustic basis of what we perceive as loudness and it is the result of 
the energy of the dis placement of air. The relative intensity of a range 
of English vowel sounds is given in Table 9.2. 

For a combination of speech and non-speech sounds, Fry (1979, p. 94) 
offers so me sampie decibel measurements which are summarized in Table 
9.3. 

Resonance 

As well as each sound having its own frequency and intensity, it will also 
have its own quality. So, for instance, an oboe playing concert note A at 440 
cycles per second will sound quite different to a French horn tuning to the 
same note. These differences in sounds are effected by the resonant prop-
erties of each of the instruments, i.e. its size, its shape and the material 
from which it is made. The resonant properties of any given speech sound 
are dictated by a number of factors: the size and shape of the sound source, 
and the size and shape of the chamber into which the sound is directed 
from the source. Using the example of the elastic band once more, if we 
just hold it between out fingers and pluck it, it will sound twangy. However, 
if we attach it to a simple box and pluck it, it will sound somewhat more 
resonant. On the other hand, if we were hold a mute inside the bell of a 
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French horn, the chamber into which the air is directed is made smaller, and 
the sound will appear thinner and less resonant. 

For speech, we have seen from Tables 9.2 and 9.3 that sounds have a tar-
get frequencies and target amplitudes. However, the actual resonant qual-
ity of each of those sounds will differ, depending on the individual 
characteristics of the speaker. For example, males may have thicker vocal 
folds, which will affect the basic fundamental frequency. Other speakers 

Table 9.2 The relaties intensities of a range of English vowel sounds 

Sound Intensity Sound 

:) 29 m 
0 

28 tf 
0 26 n 

" 

26 
d 

3 25 3 
ce 24 z 
u 24 s 
e 23 

22 
9 

u 22 k 

22 v 

w 21 (5 

20 b 

j 20 d 

I 20 
p 

f 19 f 

r) 18 8 

Table 9.3 Decibel (dB) values for speech and non-speech sounds 

Intensity 

17 
16 
15 
13 
13 
12 
12 
11 
11 
11 
10 
10 
8 
8 
7 
7 
0 

Sound Intensity (dB) 

Four-engined jet plane 
Threshold of pain 
Rock band 
Symphony orchestra, fortissimo 
Noisy underground train; loud radio music 
Residential areo, no traffic; quiet conversation 
Quiet garden; whispered conversation 
Watch ticking at eor 
Threshold of audibility 

130 
120 
110 
100 

80 
30 
20 
10 
o 

s 
u 

u 

u 

u 
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may have larger vocal cavities where the sound is allowed to become more 
resonant than would be the case for speakers with smaller vocal tracts. 

In phonetics research, the notion of resonance allows us to classify 
speech sounds using spectra. Spectra are defined by Fry (1979, p. 58) as 
'statement[sJ of what frequencies are to be found in the mixture and what 
their relative amplitudes are'. Later, we will examine the components of 
spectra in detail but, for the moment, it will suffice to state that spectral 
measurement allows us to measure the fundamental frequency, along with 
the harmonics that are present in speech. 

Basic methods in acoustic analysis 

As we stated at the beginning of this chapter, acoustic phonetics aims to 
provide a quantifiable record of speech events using instrumental tech-
niques. These techniques are usually based around computer software 
packages, often interfaced with hardware which produce visual representa-
tions of and statistical measurements of speech. Although this explanation 
seems to represent acoustic phonetics as an exact science, we must point 
out that this is not the case. For instance, if we were using tape-recorded 
material as input, it may be the case that the quality of the recording is less 
than ideal (because of extraneous background noise, or inappropriate 
recording levels, for instance). It mayaiso be that the chosen acoustic pro-
gram fails to analyse the data in the best way, either because of its own 
design faults, or because we ourselves have failed to specify the correct set-
tings for data sampling. 

Because of the potential difficulties outlined above, it is important to 
familiarize ourselves with good practice in recording techniques, and we 
should also equip ourselves with asolid understanding of the characteris-
tics and methods of whatever acoustic analysis program we happen to be 
using. In addition to these prerequisites to acoustic analysis, we must also 
acquire a firm grasp of basic procedures in acoustics, and of how acoustic 
representations relate to articulatory characteristics of speech. The rest of 
this chapter concentrates on these aspects. 

Measuring frequency 

We stated earlier that the overall frequency of speech is the result of a num-
ber of individual component frequencies which we referred to as the fun-
damental or the source and the harmonic, i.e. the filters which operate on 
the fundamental. The effect of the vocal tract filters is to produce peaks of 
amplitude at certain frequencies, and we refer to these peaks as for-
mants. Using acoustic analysis, we can investigate each type of frequency 
by means of the sound spectrograph. The sound spectrograph plots fre-
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quency in Hertz (Hz) along the vertical axis and time (usually in millisec-
onds) along the horizontal. 5pectrography typically captures frequencies of 
up to 5000 Hz and, although it is possible to plot frequencies in excess of 
5000 Hz, these higher frequencies are not vital identifying features of 
speech sounds. The basic method behind sound spectrography is that the 
spectrograph measures all of the frequencies that are in present in speech 
sounds and, where acoustic energy is detected at a certain frequency, then 
that frequency is plotted on a so-called spectrogram. Frequency plotting 
can be performed by means of either a narrow band or a wide band 
spectrogram. Figure 9.6 for example, shows narrow and wide band spec-
trograms for Cardinal Vowel 1. 

The essential difference between the two spectrograms is that the narrow 
band representation provides more detailed frequency information than that 
offered by the wide band version. Nevertheless, narrow band spectrograms 
take time to deal with incoming speech signals, so that there is effectively a 
time delay between when the signal is received and when it is analysed. In 
order to overcome this difficulty, and so that we can gain areal-time, 
dynamic understanding of speech events, we recommend the wide band 
spectrogram for most types of phonetic research. As well as being more effi-
cient in representing time, wide band spectrography also allows us to see for-
mant groupings more clearly. So, for example, we can see from Figure 9.6 
that /i/ has an important band of energy in the 2500 Hz to 2800 Hz region. 

It will also be clear that spectrograms are composed of varying dark and 
lighter portions. The relative darkness corresponds to the intensity of the 
speech signal, with the effect that greater intensity at certain frequencies 
will register as bl acker on the spectrogram than less intense frequencies. 
Looking at Figure 9.6 again, therefore, we can see that there is greater 
intensity between 2500 Hz 2800 Hz than there is between 3400 Hz and 
4000 Hz, for instance. More detailed aspects of the acoustic properties of 
vowel sounds will be explained later. 

Norrow bond Wide bond 

Figure 9.6 Narrow and wide band spectrograms for /i/ 
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The formant structure in Figure 9.6 can be described as relatively regu-
lar, or periodic. Periodic sounds, as we have already seen are those whose 
waveform follows a regular pattern of displacement, whereas aperiodic 
sounds are those which disturb the air in irregular ways. In spectographic 
terms, the difference between periodic and aperiodic sounds is reflected by 
the presence or absence, respectively, of neat formant structures. Figure 9.7 
shows spectrographic representations of speech sounds where irregular 
sounds are marked. Those sounds which are not marked are regular. 

These sounds are sometimes informally referred to as 'noisy'. However, 
even within the category of noisy sounds, we can usually distinguish 
between certain varieties, such as /s/ and / f / and we will discuss this later on. 

In this section, we have been referring exclusively to the frequencies 
which occur above the level of the fundamental, and how these are 
detectable on spectrograms. Although it is sometimes possible to measure 
the fundamental frequency using spectrography, the method involved is 
rat her cumbersome and, for this reason, we will discuss alternative means 
for analysing the fundamental. 

Detailed spectrographic properties of speech sounds 

Understanding and interpreting acoustic patterns 

At this point, we move on to investigate the acoustic structure of a range of 
speech sounds, i.e. vowels, diphthongs and sonorants. Of course, the pre-
cise acoustic make-up of each sound will differ for each individual speaker 
but there are, nonetheless, certain core features which enable us to identify 
these general categories in speech. It is also useful to remember two main 
facts which will aid our interpretation of spectrograms. First, it is the case 
that every speech sound has a particular spectrographic pattern associated 
with it. For example, a voiced plosive is represented by a break in the spec-
trographic pattern, along with a voicing bar. Nevertheless, it is also the case 
that those particular patterns may be altered by co-articulatory effects of 
the sort which we have mentioned in Chapter 7. For example, in Figure 9.8 
/ba ba blakfip/ ('ba ba black sheep') the first /b/ has the expected voicing 
bar along with the spectrographic break, whereas in the second /b/, the 
voicing bar is absent. This apparent anomaly can be explained by reference 
to the feature voice onset time for the plosive, i.e. the voicing onset for the 
second /b/ occurs simultaneously with the vowel onset, at the point where 
the closure phase of the plosive is released. So, it will be clear that our inter-
pretation of spectrograms has to be allied with a detailed knowledge of 
articulatory phonetics. 
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Vowels 

All vowels are voiced, and this means that a spectrographic representation 
of a vowel will contain a voicing bar, i.e. presence of energy at fundamen-
tal frequency level, usually in the region of 100-200 Hz, depending on 
speaker-specific characteristics. Vowels are also characterized by elear 
bands of energy, i.e. formants, which are quite unlike the energy distribu-
tion in other sounds. This means that vowels are usually easy to recognize 
on a spectrogram. Figure 9.9, for example, shows spectrograms for the 
eight primary Cardinal vowels. It will be elear from Figure 9.9 that, while 
the voicing bar and the formant arrangements are elearly indicative of the 
presence of a vowel, the location of and distance between each of the for-
mants differs slightly from one another. Given that spectrograms capture 
the shape of resonant properties of the articulatory cavities, it will co me as 
no surprise that different vowels differ in their spectrographic make-up, 
because of varying combinations of tongue height, tongue advancement 
and lip-rounding features. It is usually possible to differentiate formant 
patterns in terms of tongue height, tongue advancement and lip rounding, 
i.e. the three main features which are used to elassify vowels. Vowel height 
is inversely proportional to F1 value, so that the high or elose vowels have 
lower F1 values than low or open vowels. Tongue advancement is usually 
reflected in F2 values, with the effect that front vowels have higher F2s than 
back vowels. Finally, lip-rounding has the effect of lowering the overall 
energy throughout the formants. 

Average formant frequencies for female speakers across a range of vow-
eIs are given in Table 9.4 (adapted from Baken, 1987, p. 358). These values 
will, of course, vary according to speaker and accent. 

Diphthongs 

As we have said above, spectrograms represent the size and shape of the 
articulatory cavities during the production of sounds. In the case of diph-
thongs, it will be elear that the tongue moves in order to produce one vowel 
quality followed by another, thereby modifying this size and shape of the 
oral cavity. The tongue movement which takes place during the production 
of diphthongs is represented spectrographically by a transition in the for-
mant pattern from the first to the second vowel, or a 'bend' , as shown in 
Figure 9.10. 

As well as looking at the formants of what we might think of as straight-
forward diphthongs, we might also interpret slight bends to indicate that 
the speaker has diphthongized the target vowel sound in question, as in 
'Bangor' , for instance, i.e. lai becomes realized as [ai]. Of course, when 
we can uncover such narrow details of a speaker's pronunciation using 
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Table 9.4 Formant values for Ir, e, ce, 'J/ 

Fl 
F2 

F3 

430 
2480 
3070 

610 
2330 
2990 

860 
2050 
2850 

590 
920 

2710 

spectrographic investigation, we can use the information to enhance our 
phonetic transcription. 

Obstruents 

The term 'obstruent', as we have seen in Chapter 4, covers plosives, frica-
tives and affricates. All of these sounds involve either a complete or almost 
complete obstruction to the airflow, and these degrees of stoppages have 
elear acoustic counterparts. In the case of plosive sounds, we will recall 
that there are three aspects to the articulation, i.e. the elosure of the artic-
ulators, the build-up of air behind them, and the final release of the built 
up air. These three phases appear on the spectrogram as a break, as shown 
in Figure 9.11. 

If the spectrogram is of good quality, it may be possible to infer the place 
of articulation of a plosive sound. For alveolar sounds, for instance, the 
second formant ought to exist at approximately 1700-1800 Hz, whereas for 
bilabial sounds, both the second and the third formants are comparatively 
low. Figure 9.12 illustrates voiced plosives at varying places of articulation, 
from bilabial to uvular. 

For fricatives, we know that the articulation does not involve a complete 
stoppage of the airflow, but rat her a significant obstruction to it, whereby 
the articulators come very elose together, and the body of air is forced 
through a relatively narrow passage. The friction that we hear on these 
sounds is the result of the high frequencies which are present in this partic-
ular sound category, and high-frequency noise is easily identifiable on the 
spectrogram, as shown in Figure 9.13. 

Although all of the sounds in Figure 9.13 are characterized by the elear 
fricative pattern, it is elear that they differ in terms of the amount and dis-
tribution of the frequencies within them. These differences are a direct 
corollary of the place of articulation of the sound. For example, in the case 
of Ifl, most of the high-frequency noise occurs between 1900 Hz and 
upwards to 6000 Hz, whereas Isl is characterized by a noise pattern which 
only begins at approximately the 4000 Hz mark. 
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Affricates 

As we know from Chapter 4, the category of affricate refers to combina-
tions of a stop and a fricative. In English, the two main affricates, i.e. Itfl 
and Id3/, naturally contain the spectrographic characteristics of their indi-
vidual components, i.e. a break for the stop followed by high-frequency 
noise for the fricative, as illustrated in Figure 9.14. 

Sonorants 

The sonorant category in consonant classification consists of approxi-
mants (such as Ij, w, r/) the liquids (/1/) and nasals (such as Im, n/). Sono-
rants contrast with obstruents in so far as they involve neither a complete 
stoppage or nor a turbulent obstruction of the airflow. Figure 9.15 shows 
spectrograms of some sampie sonorants in inter-vocalic position and it will 
be clear from the spectrograms that these sounds behave rather like vowels in 
so far as they exhibit a voicing bar along with formant-like structures. 

Measuring pitch 
We have said above that the acoustic structure of a speaker's voice consists 
of energy occurring at a number of frequencies. For voiceless fricatives, for 
instance, most of the energy occurs in the higher frequencies, starting at 
approximately 1200 Hz. For vowels, we have stated that their defining fea-
tures are identifiable bands of frequency or formants which cluster around 
certain bands of frequencies. Among all of these frequencies, pitch is the 
most basic one that can exist in a speaker's voice and it is for this reason 
that it is referred to as fundamental frequency. On a spectrogram, presence 
or absence of pitch is indicated by the voicing bar. Figure 9.16 demon-
strates, for instance, two sounds where the first exhibits a voicing bar while 
the second does not. 

We have indicated above that spectrographic patterns correlate with the 
size and shape of the articulatory chambers. With regard to pitch, however, 
the direct correlate of the voicing bar on the spectrogram is vocal fold 
vibration. 

Although it is relatively easy to identify whether pitch exists on a given 
sound, the precise measurement of pitch from a spectrogram is less than 
straightforward and tends to be rat her cumbersome. Lehiste and Peterson 
(1961), for example, describe their method for measuring pitch spectro-
graphically, using the harmonics as the guide: 

The fundamental frequency was derived by measuring the 
center frequency of high er harmonics on a 4 in. narrow-band 
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181 Isl IV lxi Ihl 

Figure 9.13 Spectrograms for fricatives at varying places of articulation 

Figure 9.14 Voiceless and voiced affricates 

speetrogram; the measured frequeney was divided by the order 
number of the respeetive harmonie to obtain the fundamental 
frequeney. Usually, both the 10th and 20th harmonies were mea-
sured. On these speetrograms 0.1 in represents about 88 kHz, 
and the individual harmonies are eonsiderably lower. Calibra-
tion tones and repeated measurements show the aeeuraey to be 
within ± 20 Hz, and in the region of the 20th harmonie this rep-
resents an aeeuraey of ± 1 Hz. 

Given the diffieulties outlined here with respeet to attempting to mea-
sure piteh from a speetrogram, we suggest the use of more effieient and eas-
ily manageable means for traeking and measuring piteh. 

Pitch instrumentation 

Piteh measurement is relatively easily aeeomplished by means of a number 
of eommereially available aeoustie analysis programs. Essentially, these 
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Figure 9.15 Spectrograms of 
sonorants 

Figure 9.16 Voicing 
versus voicelessness 

programs perform so called 'pitch-tracking routines' following a number of 
procedures which the user is free to choose. Depending on aspects such as 
the quality of the input signal, the amount of pitch detail we wish to 
uncover, and the particular characteristics and capabilities of the software, 
we can use routines such as autocorrelation, Fast-Fourier transformation 
and temporal structure analysis. When the user has selected one of these 
routines, it is possible to carry out a number of measurements of the sig-
nal. First, one may produce an Fo contour which provides a visual repre-
sentation of the pitch contour. Given this contour, it is possible to dick at 
any point and read off the Fo value at that particular point. The tracker 



Acoustic characteristics of speech 1 73 

Figure 9.17 Pitch trace with statistics 

will also provide a number of statistics, such as maximum, minimum, aver-
age and standard deviation. Such measurements can then be pasted into a 
spreadsheet program, for the purpose of performing more detailed statisti-
cal investigations. Figure 9.17 shows a sampie pitch trace from Signalyze 
alongside its waveform, with statistics relating to the sampie. 

Acoustic aspects of connected speech 
So far in this chapter we have been concerned with the acoustic qualities of 
individual speech sounds. However, we have stated that individual speech 
sounds are affected by surrounding sounds, so that certain features of their 
articulation might be altered. Although it is not the object of this chapter 
to discuss in detail the extent to which sounds overlap in connected speech, 
is useful here to schematize the situation by use of Figure 9.18, which shows 
that sounds to not exist as discrete entities as in the top line of the figure 
but, rather, frequently overlap with one another, as suggested by the lower 

mx 324 mn 1 62 213.138 d 4 5
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Figure 9.18 Schematic representation of co-articulation in speech 

line. We describe these alterations and inter-relationships among sounds as 
'co-articulation', a term which captures the dynamism of speech sound 
production. We now examine how aspects of connected speech are dis-
cernible use of spectrographic means. 

Voice quality 

In Chapter 6, we introduced the descriptive framework which is available 
for analysing voice quality, largely following the model established by Laver 
(1980), along with insights from ExtIPA. Now, however, we will examine 
some of the methods which are available for the acoustic investigation of 
voice quality, at phonation level and at the level of supraglottal voice qual-
ity types. 

We have already used terms such as 'modal voice', 'harsh voice' and the 
like to refer to particular types of phonation modes. Acoustically, phona-
tion modes can be investigated and quantified using jitter and shimmer as 
appropriate tools. J itter refers to irregularity in the speaker's Fo, whereas 
shimmer refers to irregularity in the speaker's amplitude. Both jitter and 
shimmer offer a direct correlate to vocal harshness, insofar as the harsher 
the voice quality, the greater the jitter. 

With regard to creaky voice, the essential characteristic is low-frequency 
vocal fold vibration combined with, according to Fry (1979, p. 68) 'the 
interspersion of larynx cydes of abnormally long duration'. We can recog-
nize creaky voice easily from a spectrogram, where each larynx cyde corre-
sponds to a dear vertical striation in the spectrograph, as illustrated in 
Figure 9.19. 

Whisper, although it derives from an aperiodic sound source, is nonethe-
less capable of conveying intelligible speech sounds. So, while speakers may 
not produce sounds which derive from the periodic vibration of the vocal 
folds, they can still manage to produce appropriate supraglottal modifica-
tions to the speech airstream. Figure 9.20, for example, illustrates four 
whispered vowels along with their four modal counterparts and it can be 
seen that, while the voicing bar is missing from the second set of vowels and 

phoneme 1 honeme 2 phoneme 3
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there is less overall frequency, the characteristic formant patterns of vowels 

are still discernible. Whispery voice, on the other hand (also known as mur�

mur), does have voicing combined with clearer formant bars than would be 

the case for whisper. 

Supraglottal voice quality types 

In Chapter 6, we defined supraglottal voice quality types as those which 

involve modifications to largely the oral tract, either lengthwise or width�

wise. Clearly, these settings will have an effect on the acoustic representa�

tion of the speech. For example, if we were to produce a palatalized voice, 

where the tongue was consistently raised towards the centre of the oral cav�

ity then the patterns which result would contain elements which are remi�

niscent of a front to central vowellike pattern, much like that of Cardinal 

vowel 1, as in Figure 9.21 which illustrates modal followed by palatalized 

VOlce. 
With velarized voice, however, the tongue is consistently raised towards 

the back of the oral cavity, in the position involved in the production of 

CV8. As illustrated in Figure 9.22 which shows modal and velarized voice, 

the formant patterns for the velarized portion is characterized by acoustic 

similarities to Cardinal Vowel 8. 

Summary 

In this chapter, we have summarized the main techniques which are currently in use for 

analysing the acoustic characteristics of speech sounds. We have indicated that while individ-

ual sounds tend to have speciRc acoustic patterns which can be related to features such as 

phonation mode, place and manner of articulation, these patterns can be modiRed because 

cf the co-articulatory effects which are present in connected speech. 

Figure 9.19 Spectrogram of creaky voice 
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Figure 9.22 Normal and velarized voice 

Further reading 

For a general overview oF spectrographic techniques, see Fry (1979). More recent 
investigative techniques and nndings are presented in Johnson (1997) and Clark and 
Yallop (1995), whereas the central reFerence source For inFormation on voice quality is 
Laver (1980). Baken (1987) contains useFuI assimilations oF pitch and Formant 
measurements from a range oF studies, as weil as technica l detail on physical and 

physiological measurement procedures. 

Short questions 

1 What role does acoustic analysis play in the study oF speech? 
2 Explain how sound waveForms are produced. 
3 How do wide band a nd narrow band spectrograms diFfer from one another? 
4 Explain what is meant by the terms 'source' and 'nlter' with regard to the production oF 

speech . 
SHow is pitch perception measured? 

Essay questions 

1 'There are ... a number oF Features observable on spectrograms tha t indicate a speaker's 
speech habits' (LadeFoged, 1993, p. 21 1). Explain how speech habits might be indicated 
on a spectrogram. 

2 Explain how spectrographic analysis might represent a rticula tory d istinctions in speech, 

as weil as speaker-specinc cha racteristics 



10 The perception of speech 

Introduclion 

How listeners hear speech 

The peripheral auditory system 

Introduction 

The internal auditory system 

Hearing impairment 

Models of speech perception 

When speech is produced, it is usually directed towards a listener. Listeners 
must then effectively perform two main tasks on the speech signal if they 
are to understand it correctly. First, they must perceive or hear the signal 
and, second, decode or deconstruct it into its meaningful components. We 
can only fully understand individual words and longer utterances if we are 
able to perceive and categorize aspects of their articulatory make-up. For 
instance, we know that the word 'skill' differs from 'skull' because we can 
perceive the difference in the vowel and relate each of the words to a par-
ticular meaning. 

Clearly, the ability to hear the speech is reliant on a number of factors. 
First, listeners must have adequate hearing ability, so that they can perceive 
the full range of the frequencies contained within the sound. If fricative 
sounds, for instance, are to be recognized, there must be the ability to per-
ceive high frequency. In addition to auditory acuity, there are various other 
factors which impinge on the accurate perception/audition of a given 
speech sound, such as background noise and listeners' relative familiarity 
with speakers' habits (a speaker may, for instance, have speech idiosyn-
crasies which interfere with overall intelligibility). 

With regard to the decoding of the speech signal into meaningful ele-
ments, a number of neurological prerequisites and skills must be present. 
Listeners must, for instance, have the ability to associate sounds and com-
binations of sounds with particular semantic concepts. Clearly, any sort of 
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break down which occurs at the hearing stage or the decoding stage has the 
potential to interEere significantly with the overall communicative process. 

In this chapter, we explain how listeners hear speech and how they relate 
the aspects oE speech to meaning. We also describe processes oE hearing 
and neurological impairment and indicate the likely consequences oE these 
impairments on speaker-listener interactions. 

How listeners hear speech 

As we have stated above, the perception oE speech involves more than just 
listeners registering that so me sort oE sound has been produced by a 
speaker. In particular, we have said that the sounds must be decoded and 
given linguistic meaning by listeners. Our account oE how listeners hear 
speech, however, must begin with an explanation oE the mechanical aspects 
oE the hearing system as the basis Eor speech perception. 

Hearing, as it relates to the activity oE various parts oE the ear, is known 
as the peripheral auditory system. The decoding oE sounds which takes 
place in the neural areas, however, is known as the internal auditory 
system. In the Eollowing section, we will examine the peripheral auditory 
system in detail; the workings oE the internal auditory system will be 
explained later. 

The peripheral auditory system 

As has been explained in Chapter 9, the basis Eor all sound transmission, 
whether speech or otherwise, is a body oE air in vibration. Once this vibrat-
ing body oE air reaches the ear, it traveis through passages known as the 
outer ear, middle ear and inner ear. 

Outer ear 

The outermost part oE the ear, i.e. that which is visible and usually reEerred 
to commonly merely as 'the ear', is known as the pinna or auride (see Fig-
ure 10.1). The pinna makes virtually no contribution to our hearing ability, 
except in so Ear as it Eocuses or localizes the point oE entry oE the sound 
waves into the deeper portions oE the ear. From the pinna, sound traveis 
into the ear canal, also known as the external auditory meatus. The ear 
canal is oE varying size and shape, usually from approximately 2.5 cm to 
5 cm long. Apart from the protective Eunction which is perEormed by the 
ear canal (i.e. it protects the inner ear musculature), it acts as a compulsory 
resonator by ampliEying the sound waves which pass along it. The ear canal 
is particularly sensitive to sounds between 3000 Hz and 4000 Hz, but it pro-
vides resonance Eor a greater range oE Erequencies, i.e. from 500 Hz up to 
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4000 Hz. These resonant properties mean that the ear canal allows the 
transmission of most of the major elements of phonological structure. 

Middle ear 

At the end of the ear-drum, a cavity known as the tympanum or ear-drum 
provides a passage for the sound waves to enter the skull. The beginning of 
the middle ear structure is marked by the tympanie membrane. The tym-
panum is an air-filled chamber which effectively provides a seal between the 
outer and middle ear. It consists of three connected bones, collectively 
referred to as the auditory ossicles. Individually, these bones are the ham-
mer or malleus, the anvil or incus and the stirrup or stapes (see Figure 
10.1). When sound reaches the tympanum, it exerts pressure which sets the 
bones in vibration, allowing the sound waves to be carried into the inner 
ear. The activity of these bones enables the tympanum simultaneously to 
amplify and regulate the sound level that is transmitted to the inner ear. 

With regard to amplification, two features are important, i.e. the area at 
the so-called oval window of the stapes which is smaller than that at the 
entrance to the ear-drum, and the activity of the auditory ossicles which 
produces a greater force than that which exists at the ear-drum. The effect 
of these combined features is to produce a concentration of acoustic 
energy at the oval window which is approximately 35 times greater than 
that at the ear-drum. 

Figure 10.1 The outer and middle ear 

hammer anvil stirrup

oval window

cochlea

ear-drum
ear canal

pinna
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As for the regulatory function played by the tympanum, the appropriate 
muscular activity of the auditory ossicles comes into operation when exces-
sively loud sounds are presented, in order to reduce the amplitude of the 
signal which is carried to the inner ear. Although these muscular adjust-
ments are efficient, they are not instantaneous so that, in the case of sud-
den loud noise, for instance, the transmission of damagingly or painfully 
high amounts of pressure to the inner ear may be unavoidable. 

The pressure level within the tympanum is controlled by the Eustachian 
tube which links the middle ear to the oral cavity and whose role it is to 
equalize potential pressure differences between the outer and middle ear. In 
cases where there is an imbalance of pressure between the middle and outer 
ear, such as might be experienced following rapid ascent or descent, the 
affected individual is likely to feel dizzy or lightheaded. In such circum-
stances, the act of swallowing opens the Eustachian tube and allows pres-
sure to be released from the middle ear. 

Up to this point in the process of hearing, sounds exist merely as physi-
cal sensations, i.e. as vibrations in a moving body of air. However, when the 
air leaves the middle ear, it has to be transformed into neural signals, so 
that the brain can decode the sound appropriately. This transformation 
takes place in the inner ear. 

Inner ear 

The inner ear is located within the skull and it contains the cochlea, the 
organ which coverts sounds into neural impulses, (see Figure 10.2). The 
cochlea is a coiled structure, divided by two membranes the (i.e. the 
vestibular membrane and the basilar membrane) into sections known as 
the scala vestibuli, and the scala tympani. 

It is the basilar membrane which begins the task of converting sound 
into neural impulses. When sound pressure variations meet the oval win-
dow, they are transmitted through cochlear fluid (perilymph) and cause 
movement along the basilar membrane which varies in width from 
one end to the other. The nature and location of the movement of the 
basilar membrane depends on the frequency of the sound that is presented. 
High-frequency sounds, for instance, produce movement near the oval win-
dow, i.e. at the basal end. Low frequencies result in movement at the apical 
end, known as the helicotrema. 

The final stage in the conversion of sound impulses into neural activity 
takes place in the organ of Corti (see Figure 10.2), a structure consisting of 
hair cells resting on the basilar membrane. The displacement of the basilar 
membrane described above causes movement in the hair cells which is 
transformed into neural signals. In addition, the nerve fibres from the audi-
tory nerve transmit the basilar movements to the auditory centre of the 



182 Phonetics: the science of speech 

Figure 10.2 The cochlea 

brain. From this point on, the brain is responsible for decoding these neural 

impulses into meaningful units, by means of the internal auditory system. 

The internal auditory system 

The internal auditory system fulfils a major role in hearing, i.e. the break�

ing down of speech into its component meaningful parts. We have said 

above that movements within the cochlea are converted into neural 

impulses, and this conversion takes place along the auditory nerve. The 

nerve might be seen as a bank of filters, where each filter is tuned to a par�

ticular frequency. So, for instance, if an external sound source occurs at a 

given frequency, one of the filters which is tuned to that frequency will 

respond and carry the sound as a neural impulse. If the sound is outside the 

frequency to which the filters are tuned, then the listener will simply fail to 

hear that sound. The ability of anybody to hear certain sounds depends on 

the frequency resolution capabilities of that person's inner ear fibres. There 

are, for example, certain sounds which are simply too high for any listener 

to hear. We might, in this respect, think of the ageing process, where one of 

the consequences may be a loss of certain filters, so that particular sounds 

are inaudible. The filters are properly known as receptor neurons, and there 

are approximately 28 000 of them in each ear. They are located in the spi�

ral ganglion which is parallel to the organ of Corti. 

As well as the pathway which exists from the ear to the brain, there are 

vestibular membrane

organ of Corti

basilar membrane

scala tympani

scala vestibuli
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also pathways going from the brain to the ear. These bi-directional path-
ways create a number of so-called feedback mechanisms which will be 
discussed later on. 

Hearing impairment 

As we have stated above, the process of hearing relies on a passage of air 
being transmitted safely from a source to a receptor, which we might refer 
to as the hearing chain. If, at any point along this hearing chain, there is an 
impairment in function then the strength of the acoustic signal will be 
diminished. As a simple illustration of impairment, we might consider the 
case of temporary breakdowns in understanding where, for example, lis-
teners may interpret 'Do you like this dress?' as 'Do you like distress?'. For 
our present purposes, however, we are more interested in the effects on 
comprehension which result from hearing impairment. 

Assessments of hearing sensitivity 

The discipline of audiometry or audiology offers a number of methods, 
both subjective and objective, for assessing hearing ability and loss. Sub-
jective methods are essentially those in which the patient is presented with 
a stimulus and asked to respond when the stimulus reaches certain pitch or 
loudness levels, for instance. These methods fall within the category of 
pure tone audiometry. With regard to objective methods of assessing hear-
ing levels, two main methods exist, i.e. acoustic admittance methods and 
electric response audiometry. In each case, tones are relayed into the ear 
canal and the resulting sound pressure level in the ear is then measured. A 
hearing loss of 70 decibels (dB), for example, means that asound at a given 
frequency must reach an intensity level of 70 dB or greater before it can be 
perceived by the subject. The range of normal hearing is stated in the liter-
ature as being from -10 dB to +20 dB (see Lutman, 1983). Sounds are nor-
mally presented at frequencies of 250, 500, 1000,2000 and 4000 Hz, i.e. one 
octave apart. The high er the intensity level which the sound must re ach 
before it is perceived by the subject, the more extensive is that subject's 
hearing loss. 

Clearly, subjective methods are limited by factors such as the patient's 
speed of re action but they remain the most commonly used indicators of 
hearing ability. As Figure 10.3 illustrates, pure tone audiometry records 
hearing level (HL), for each ear, in decibels against the frequency of the 
sound that is presented. Figure 10.3 indicates pure tone thresholds for nor-
mal hearing, where the subject can perceive asound of 500 Hz in the left 
ear, when that sound is presented at 10 dB increments of loudness. 

Hearing levels which are lower than those indicated in Figure 10.3 
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Table 10.1 

Loss (dB) 

25-40 
41-55 
56-70 
71-90 
>90 

> 120 

suggest a below-normal hearing ability. Hearing losses are also usually 
described in verbal categories, i.e. from mild through to profound, based 
on the extent of the loss. These categories are listed in Table 10.1 below, 
with a brief description of the difficulties that each type of hearing loss 
poses for the reception of speech. 

Figure 10.4, for instance, illustrates a patient whose hearing loss is pro-
found in both ears at 1000Hz and 2000Hz (see Rahilly, 1991). 

It is common to define types of hearing loss according to the age at 
which the hearing loss occurs relative to language development. A loss 
which occurs before a child has acquired the full range of linguistic 
resources is known as pre-lingual, whereas a loss which occurs after lan-
guage acquisition is complete is referred to as post-lingual. 

Levels of hearing loss 

Category 

Mild 
Moderate 
Substantial 
Severe 
Profound 

Total 

Description 

only with faint speech 
Frequent with normal speech 
Frequent with loud speech 
Understands only shouted or speech 
Usually cannot understand even speech 

by hearing alone 
No useful hearing 
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Figure 10.4 Pure tone 

audiogram for hearing-impaired 

subject 

As we have stated above, the function of the auditory system is to transmit 
sounds. When the sound has been passed from the cochlea to the brain by 
means of the acoustic nerve, it gets transformed from an acoustic signal 
into a comprehensible message. It is at this transformation stage that the 
activity of the brain comes into play. The human brain is much larger in 
size than that of any animal, indicating that it is specialized for language in 
a way that animal brains are not. Although the exact function of the brain 
in speech perception is still poorly understood, information derived from 
brain scans allow investigators to monitor brain activity while a subject 
performs a variety of listening and speaking tasks. 

The brain consists of billions of neurons, or nerve cells, along with a 
number of other sections, all of which contribute to the complex structure 
and functioning of the brain. It is common practice to categorize the parts 
of the brain into hemispheres and lobes, and it has been shown that dam-
age to the left and the right hemispheres have specific effects on language 
reception and production. For example, patients who suffer damage to the 
right side of their brain frequently lose the ability to understand certain 
formulaic linguistic expressions, which they will tend to interpret literally. 
A subject who is presented with the phrase 'I was walking on eggshells', for 
instance is likely not to grasp the metaphorical intention of the speaker. On 
the other hand, a subject whose left hemisphere is damaged is likely to 
encounter difficulty understanding simple words, such as 'pen', or will be 
unable to select a named object in a picture. 
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It is possible to think of the brain as providing a set of operations on the 
speech sound which effectively discriminate, ever more narrowly, aspects of 
the incoming signal. The first stage of the decoding process takes place in 
the primary auditory cortex whereby listeners perceive presence or absence 
of voice. In the secondary auditory cortex then, changes in the pitch make-
up of the signal are perceived. The final stage of message perception and 
decoding occurs in the temporal cortex. 

Models of speech perception 

When the process of decoding each of the incoming speech sounds is 
complete, the listener must then establish the linguistic meaning of the 
utterance. We can state that both parts of the brain are involved and 
demand a decoding of grammatical, syntactic and semantic information. 
Although we can track the perception of speech via the auditory system 
to the brain, we do not know exactly how the incoming neurological sig-
nals are actually converted into linguistic concepts (the last stage of the 
speech chain we introduced in Chapter 1). Neurolinguists and psycholin-
guists have speculated on this problem, though unfortunately not all 
branches of linguistics and phonetics have co-operated closely enough to 
integrate their various insights. (Much of the following discussion is based 
on Ball, 1993.) 

Passive listener model 

Crystal (1987) has suggested that models of speech perception can be 
divided into those that require solely a passive role for the listen er, and 
those that demand an active role. We could envisage a passive model as one 
where the incoming signals are matched to a set of templates stored in the 
language areas of the brain. If a match is found then the signal is recog-
nized and interpreted, if no match is found (as for example when we listen 
to a foreign language we do not know) then no interpretation is possible. 

This approach naturally opens up a large number of questions. First, we 
need to consider what kind of templates might be involved. Certainly, we 
would expect so me of them to be phonological units (such as phonemes), 
because we can recognize individual sounds. But psychoacoustic experi-
mentation (see Chapter 11) suggests we interpret incoming speech in larger 
units as well, such as syllabI es or complete words (though in this last case 
it is likely that only common words would be stored as wholes). It is even 
possible that common phrases (especially semantically empty ones such as 
greetings) would be stored as unanalysed wholes. 

We also must ask how robust such templates would have to be. For 
example, we might have to use a template-matching procedure under 



The perception of speech 187 

unfavourable acoustic conditions (such as loud background noise); we have 
to match incoming signals from a large number of different speakers using 
different fundamental frequencies, and different voice qualities, and so on; 
we also have to deal with input from speakers using different regional or 
social varieties of the language. We all know of instances when such cir-
cumstances have, in fact, resulted in an inability to comprehend a message, 
so clearly there are limits to the flexibility of templates. Moreover, the point 
about regional and social varieties raises the question whether we store two 
templates for common words with differing phonological realizations (such 
as northern English [bus] versus southern English [bAs] for 'bus'), but only 
one for words that differ only in phonetic realization (e.g. Hiberno-English 
[mie] versus southern English [mit] for 'meet'). 

Naturally, if the passive listener approach is not supported by evidence, 
then many of these questions become irrelevant. There is, however, support 
for a template type model from so me psycholinguistic investigations. It is 
known that speakers are very apt to ignore some slips of the tongue 
(whether accidental or deliberate) , and to 'hear' what the speaker is 
assumed to have meant. By 'hear' we don't mean that listeners pretend to 
hear the correct message, but that they claim not to have noticed the mis-
take. Examples might be where listeners hear a phrase such as 'the 
man are here', and claim to have heard 'the men are here'; or where they 
hear [m 'h;-,t ai '83d 'd3Dn] and claim to have heard [m '8;-,t ai 'h3d 'd3Dn] 
('I thought I heard John'). 

Active listener model 

An alternative account of speech perception has been proposed by numer-
ous researchers: one where the listen er has to take an active role in the inter-
pretation process. Numerous versions of this view exist (such as 'motor 
theory' and 'analysis by synthesis', see Ryalls, 1996), but here we will out-
line the general approach, only touching on these alternatives. In active lis-
tener models it is assumed that the speech production and perception 
processes somehow work in tandem. By this we mean that the decoding of 
a heard message operates through listeners referring across to how they 
would produce particular sounds themselves: listeners' knowledge of 
speech articulation acts as a link between the incoming acoustic signal and 
the identification of phonetic and then phonological and higher linguistic 
units. 

In order to illustrate this approach we can look at a couple of specific 
suggestions as to how it might work. The 'motor theory' of speech percep-
tion (see Lieberman and Blumstein, 1988) basically takes the view that lis-
teners model the articulations of the speaker internally. Lieberman and 
Blumstein (1988) give the example of the acoustic difference between the 



188 Phonetics: the science of speech 

/d/ found before a high front vowel (e.g. [dir] as in 'deep'), and that before 
a high back vowel (e.g. [dm] as in 'do'). These differences are to do with 
formant transitions, yet listeners are still able to identify the segments as 
both being [d]. Lieberman and Blumstein (1988, p. 147) argue that this is 
because the listeners sense the articulatory movements that went into pro-
ducing the types of [d], and so decode the acoustic pattern using their prior 
knowledge of the articulatory gest ures and the anatomical apparatus 
involved in the production of speech. 

An alternative theory under this general heading is that known as 'analy-
sis by synthesis'. Here it is assumed that the perception and production 
pathways are mediated by sets of features that speakers use to analyse 
speech. Listeners use a set of acoustic rules to analyse the incoming signal 
into these features; these rules are also used to generate a copy of the 
incoming signal as if for production (though normally this 'echo' will not 
actually be spoken). The listeners' perceptual system then allows a co m-
parison of the features identified for the incoming signal with those of the 
'outgoing' signal and so matches them. 

A joint approach 

As Crystal (1987, p. 148) points out, it is likely that both the above main 
approaches have something to contribute to our understanding of how we 
interpret spoken messages. Active theories might well explain, for example, 
our ability to adjust for ac cent and individual differences discussed above 
more plausibly than do template accounts. On the other hand, passive 
approaches allow for the fact that certain types of people may be unable to 
produce speech for pathological reasons but can still comprehend it (e.g. 
certain types of aphasia patients), and for the fact we can understand 
speech from speakers which we would not be likely to 'silently model' (e.g. 
speakers with dysfluent speech or strong foreign accents). 

In theoretical terms, the active model can be criticized for adding to the 
complexity of any account through the addition of the intermediate, artic-
ulatory modelling stage in speech perception; on the other hand, the pas-
sive model can be criticized for not linking speech production and 
perception in any meaningful way. 

A compromise, therefore, might be posited whereby templates are used 
as a short-cut to speech interpretation for speech signals that fit within the 
norm expected for a particular spoken variety, but where articulatory mod-
elling is available to back this up for unusual or unclear input signals. Such 
a model of speech production and perception is shown in simple form in 
Figure 10.5. 
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Figure 10.5 A model of speech perception 
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Summary 

In this chapter, we have shown that the process of speech perception involves the successful 
completion of a number of neural and cerebra I activities. We have also indicated that a break�
down of any of these aclivities is likely to have a signiRcant eFfect on communication. We have 
also considered different views oF how the interpretation process aclually operates. In the next 
chapter, we move on to examine which particular aspecls oF the acoustic signal are important 
for listeners' decoding of sounds. 

Further reading 

Most phonetics textbooks provide straightforward accounts of basic audition . For more 
detailed explanations of the anatomy and physiology of hearing, however, see Perkins and 
Kent (1986) and Denes and Pinson (1973). Ryalls (1996) provides a good introduction into 
speech perception. 

Short questions 

1 list the stages involved in a listener's reception of a speech sound. 
2 How is hearing ability measured? 
3 What funclion is played by the Eustachian tube? 
4 Suggest one reason for deterioration in hearing, as a result of either ageing or injury. 
5 What eFfects is brain injury likely to have on the decoding of speech? 

Essay questions 

1 Explain in detail how a listener manages to perceive an incoming speech signal. 
2 What role does the brain play in the decoding of speech? 
3 In ca ses of communication breakdown, suggestlikely points of impairment along the 'com�

munication chain'. 
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Methods of psychoacoustic Conclusion 
investigation 

Experimental procedures in 
psychoacoustics 

Introduction 

In Chapter 10 we examined the working of the peripheral auditory system 
and explained how sound is transformed from acoustic waves to neural 
impulses. We also introduced briefly the role of the brain in decoding those 
neural impulses, so that listeners manage to make sense of the message that 
they receive. In this chapter, we move on to look in more detail at what 
types of sounds and what aspects of sounds can be perceived by listeners, 
and how those aspects can be measured. The whole area of testing what 
listeners can hear is known as psychoacoustics. Clearly, while the discipline 
of psychoacoustics can offer interesting insights into aspects of speech 
perception, it falls short of being an exact science, because of the inherent 
subjectivity of listeners' responses. Therefore, this chapter discusses per�
ceptually derived, rat her than quantifiable physical data. 

Methods of psychoacoustic investigation 

Within the area of psychoacoustics, various types of investigation are co m�
mon. Audiometry, for example, has produced a great deal of information 
on hearing abilities among various populations. We know, for instance, 
that young people tend to have sharper hearing abilities than older people, 
and that the maximum human sensitivity for sound perception is 3000 Hz. 
Nevertheless, not all of these frequencies are used for the purposes of 
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speech perception. In fact, speakers will rarely use frequencies of less than 
125 Hz or more than 8000 Hz, even if the speech output is filtered. In 
telephone systems, for instance, speech tends to be subjected to filtering 
from 200 Hz to 4000 Hz without intelligibility being significantly affected. 
Only sounds which rely on higher frequencies for differentiation, such as 
the fricatives, might be problematic in this context. Figure 11.1 presents the 
average limits in hearing for normal listeners, demonstrating that the 
threshold of hearing differs according to the intensity level of the sound 
which is presented. 

In Chapter 10, we stated that there are frequency aspects of the speech 
signal, which allow us to differentiate general sound categories from one 
another. We saw, for instance, that vowels were distinguished from conso-
nants because vowels possess a clear set of formants. To state what is per-
haps obvious, if there are certain acoustic features that are responsible for 
differentiating sounds then the implication is that listeners are capable of 
perceiving these differences. In order to investigate precisely what listeners 
perceive, psychoacoustics provides a number of subjective measurement 
scales. The mel scale, as illustrated in Figure 11.2, investigates how listen-
ers perceive pitch and allows us to assess whether a given sound is heard as 
being, for instance, twice as high or half as high as another sound. So, a 
sound with a mel value of 500 would be perceived as twice as high as a 
sound whose value is 250. 

Unlike pitch, which is measured linearly in Hertz, mels proceed along a 
logarithmic scale. Table 11.1 shows a range of pitch measurements 
matched up with their equivalent mel values. The table also demonstrates 
that the ear is more sensitive to pitch changes in the lower frequencies than 
in the higher frequencies. At the lowest level, a frequency difference of 
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Table 11.1 Pitch measurements matched with their equivalent in mels 

Pitch (mels) Frequency (Hz) 

0 20 
250 160 
500 394 
750 670 

1000 1000 
1250 1420 
1500 1900 
1750 2450 
2000 3120 
2250 4000 

140 Hz is sufficient to produce a difference of 250 mels, whereas at the 
highest level, a frequency change of 880 Hz is required in order for the lis�
tener to register a difference of 250 mels. 

Increasingly, in phonetics research, use is being made of the Bark scale 
which, along similar lines to the mel scale, also demonstrates the relation�
ship between measurable acoustic frequency and perceived frequency. This 
relationship is shown in Figure 11.3. As was the case for the mel scale, the 
Bark scale shows that listeners' auditory systems are more sensitive to pitch 
changes in the lower frequencies than the higher ones. 

While the mel and Bark scales are used to assess perceived pitch, per�
ceived loudness is measured on the phon scale. The phon scale aims to 
quantify the perceived loudness of any sound irrespective of the physical 
intensity of that sound. It also takes account of the fact that listeners may 
hear sounds which have different frequencies but the same intensities as not 

having the same level of loudness. On the other hand, listeners may per�
ceive sounds with the same frequencies but different intensities as being 
identically loud. Still in the area of loudness studies, the sone scale also 
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Figure 11.3 The Bark 
scale 

offers a numerical index for perceived loudness. Figure 11.4 shows how the 
factors of frequency and intensity interact to produce varying levels of 
loudness. For example, a listen er judges asound of two sones as being 
twice as loud as asound of one sone. 

A further perceptual area which is investigated is the so-called threshold 
of hearing. As we have explained in Chapter 10, an individual's overall 
hearing ability is assessed by means of audiometric testing which identifies 
the loudness level which has to be achieved before any sound can be per-
ceived. Threshold of hearing tests, however, examine the thresholds or dif-
ferences which distinguish one sound from another in the perception of the 
listener. These differences are known as difference limens or just noticeable 
differences and are measured in terms of frequency and intensity. For 
example, it has been stated that a pitch change of 88 Hz is necessary before 
listeners will recognize a rising tone (see Ainsworth and Lindsay, 1986). 
With regard to just noticeable differences in intensity, asound of 100 Hz 
with a loudness level of 5 db would have to be doubled to 10 db before a 
change would be perceived. However, the same tone presented at 100 db 
need only be changed by six per cent in order for the change to be noticeable. 

Experimental procedures in psychoacoustics 

Given that psychoacoustics relies on essentially subjective and perceptual 
responses from listeners, and that we wish our comments to be as repre-
sentative as possible of how listeners respond to acoustic cues, it is im-
portant to devote so me attention to the business of how listeners are 
chosen for experimentation. In psychoacoustic pursuits, we are not usually 
interested in the judgements of trained listeners such as phoneticians or 

24

20

16

12

8

4

0
0 1 2 3 4 5 6 7 8 9 0

Frequency (Hz)

Fr
eq

ue
nc

y 
(Z

)



'" <J) 
c o 

(/) 

100 

0.1 

0.01 o 60 
Phons 

120 

Perceptual phonetics 195 

Figure 11.4 Levels of loudness 

measured in phons and sones 

language instructors. This is largely because such people are likely to have 
acquired detailed listening skills which are not representative of those 
which exist in the rest of the population. Instead, so-called 'naIve listeners' 
are chosen, i.e. those who have no special training in linguistics or phon-
etics skills. The subjects will, of course, be chosen according to strict 
sampling criteria since particular listen er characteristics (age, for example) 
are likely to have significant effects on the results. 

As well as choosing listeners wisely, it is also crucial that suitable data is 
presented to the listen er for experimentation purposes. Clearly, the kind of 
data chosen will depend on the object of the investigation, e.g. whether 
pitch or loudness or individual speech sounds. In so me cases, natural 
speech constitutes suitable material for investigation but, when we intend 
to examine the precise acoustic cues which enable listeners to differentiate 
between one sound and another, synthetic speech is often required. The 
value of synthetic speech lies in the fact that it can be controlled and 
manipulated by the investigator (who can, for instance, alter voice onset 
time (VOT) and examine the effect of the manipulation on listeners) and it 
is not vulnerable to aspects of speaker variation. Different types of control 
on the part of the investigator are exercised according to whether the 
experiments are of the limits or constant stimuli type. In limits experimen-
tation, the investigator changes the value of the stimulus in aseries of fixed 
steps, whereas in constant stimuli tests, a variety of random stimuli are 

0.1 

0.1 
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presented to the subject, who must identify one according to set criteria. In 
addition to such investigator controlled experimentation, it is also possible 
to place the manipulation of the stimuli within the control of the subject, 
in so-called adjustment studies, where the subject makes adjustments to the 
stimuli. 

While it is always desirable to have studio quality recordings of whatever 
speech sampie is being used, so me recordings may involve masking of the 
speech signal (i.e. where noise at various frequencies is added to the signal), 
in order to simulate the kind of background noise which frequently accom-
panies naturalistic conversation. 

Psychoacoustic experiments are interested in four principle aspects of 
listeners' responses to experimental material, i.e. detection, discrimination, 
identification and scaling. Detection consists of subjects stating the point 
at which the sound stimulus is detectable, as in loudness studies, for 
example, where subjects locate the decibellevel which enables them to hear 
the sound in question. Discrimination is the process which allows listeners 
to spot difference limens between sounds in terms of pitch, loudness, or 
segmental articulatory aspects. Listeners might, for example, be asked to 
discriminate the point at which the movement of the tongue movement 
from [iJ to a position elose to the palate begins to produce friction. Identi-
fication is the activity whereby listeners are asked to label sounds in terms 
of a set of categories which have been provided by the experimenter. For 
example, subjects may have to choose whether a given sound is accompa-
nied by labialization or not. Finally, scaling procedures ask listeners to 
respond to sounds using either numericalor perceptual scales. A subject 
may be asked, for example, to state whether a given sound is twice as high 
as another (see the use of the mel scale in this respect), or whether a greater 
pitch difference is involved. In the next section, we move on to examine the 
acoustic cues which allow listeners to discriminate between various cate-
gories of speech sounds. 

Acoustic cues in speech perception 

On the basis of the types of experimentation outlined above, phoneticians 
have managed to identify the central acoustic cues which enable listeners to 
differentiate speech sounds from one another. Using such experimentation, 
it has been possible to demonstrate that listeners possess categorical per-
ception, i.e. the ability to identify categorically the point at which one 
sound begins to sound like another. We might envisage, for example a 
situation in which we produce Cardinal Vowell and, while maintaining the 
voiced phonation, round the lips. According to the notion of categorical 
perception, it would be possible to identify the point at which the liI qual-
ity disappears and Iyl begins to emerge. We will now examine the acoustic 
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cues for identifying presence or absence of phonation, place of articula-
tion, manner of articulation and vowel distinctions. 

Phonation differences 

We have stated earlier that the voiced-voiceless contrast is crucial for con-
veying linguistic distinctions. Because of this, it is obviously important to 
examine how listeners identify phonatory differences in speech. We have 
already seen in Chapter 9 that voiced sounds are distinguished acoustically 
from voiceless sounds because of the presence of fundamental frequency 
and the periodicity which exists in voiced sounds. So, the acoustic cues of 
low-frequency energy and periodicity combine to indicate the presence of 
voicing to a listen er. 

Of course, we know from an articulatory standpoint that voicing dis-
tinctions are not conveyed merely by the presence or absence of voiced 
phonation for the duration of that sound. In the sequence /paba/, for 
instance, it is clear that there is a voicing distinction between the /p/ and the 
/b/, but the distinction may not merely be one of voice or voicelessness dur-
ing the closure phase of each of the plosives, but rather a result of activity at 
or immediately following the release phase. At the release phase of the /p/, 
some time elapses before the vowel begins, whereas the /b/ is released simul-
taneously with the start of the vowel. For the voiceless and the voiced 
plosives respectively, we say that a long VOT versus a short VOT exists, and 
it is during the long VOT for voiceless plosives that we hear the aspiration, 
or noise, which characterizes such plosives. 

Two further acoustic features which enable listeners to identify voicing 
concern duration and intensity cues. First, the relative duration of the 
vowel and consonant segments is relevant, where the consonant occurs in 
word-final position. The effect is that a voiced consonant will be perceived 
where there is a long vowel followed by a short consonant. So, for example, 
in a realization such as [büJ followed by an alveolar consonant, the final 
consonant will be heard as [dJ rather than [tJ. In the opposite case, i.e. 
where a short vowel is followed by a long consonant, the consonant will be 
heard as voiceless. With regard to intensity, those sounds which are per-
ceived as having greater intensity (i.e. fortis sounds) are usually perceived 
as being voiceless, which those with comparatively less intensity (lenis 
sounds) are likely to be heard as voiced. 

So, listeners perceive voice as a result of either simple presence of voiced 
phonation, or because of specific VOT and segment length cues. With 
regard to the perception of articulatory aspects of consonants, we now 
move on to consider the aspects which allow listeners to hear place and 
manner of articulation. 
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Place of articulation 

Consonant place of articulation is conveyed acoustically by means of 
formant transitions, i.e. either from a vowel to a following consonant, or to 
a vowel from the preceding consonant. In these cases, we are particularly 
interested in the F2 transition of the vowel which can have either a minus 
or a plus value. If the F2 has a minus value, then the frequency of the vowel 
is moving towards or away from a frequency which is lower than normal for 
that vowel, and the place of articulation of the consonant can be identified 
as bilabial. If, on the other hand, the F2 has a plus value then the movement 
is either towards or away from a frequency that is higher than usual, and a 
velar place of articulation is indicated. Less significant transitions, either in 
the plus or minus direction, suggest an alveolar place of articulation. 

It is also possible to infer place of articulation for fricative sounds due 
to the extent and distribution of acoustic noise that exists. For example, Ifl 
tends to have a concentration of noise between approximately 1900 Hz and 
6000 Hz, corresponding to the post-alveolar central stricture, whereas the 
noise for the alveolar Isl occurs between 4000 Hz and 8000 Hz. 

Manner of articulation 

As we have stated in Chapter 9, there are so me easily identifiable cues which 
enable us to read manner of articulation from a spectrograph. Plosives, 
for instance are recognizable by means of a break in the spectrographic 
pattern, whereas fricatives are characterized by high-frequency noise. In 
psychoacoustic terms, plosives are heard where there is an interruption of 
the speech signal lasting from approximately 40 to 120 milliseconds. For 
fricatives, the high-frequency or noise aspect lasts approximately 70-140 
milliseconds. Affricates, i.e. combinations of stop and fricative, are iden ti-
fiable on the basis of these combined acoustic cues, l.e. interruption 
followed by high-frequency noise. 

With regard to other manners of articulation, there are also psycho-
acoustically relevant cues. It is important to point out first that approxi-
mants, nasals and laterals are all characterized by the presence of voice. In 
addition to the voicing cue, nasals are identified where there is low-
frequency resonance just above the level of Fo , combined with zero energy 
until about the 2000 Hz level. Approximants and laterals, while both 
marked by vowel-type formants, are distinguishable on the basis of the 
duration of the formant transitions and, usually, the transitions for laterals 
are more rapid than those for approximants. 
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Acoustic cues for vowels 

We know by now that part of the essential definition of a vowel is that it is 
voiced. Therefore, for listeners to identify a vowel, low-frequency energy 
(i.e. Fo) must be present. In addition to this feature, the location of and 
relationship between the vowel formants provides cues for recognition of 
particular varieties of vowels. Of course, while is possible to identify gen-
eral targets for formants according to a given vowel sound, the precise loca-
tion of these formants will differ for individuals and for groups of 
speakers. However, the overall pattern of formant arrangements, in spite of 
frequency variation at Fl and F2, will usually be easily discernible and 
these patterns are discussed in Chapter 9. Lip-rounding, for example, has 
an effect on vowel formants, so that lip-rounded vowels exhibit an overall 
weaker distribution of energy through the formants. 

To a lesser extent, vowel duration and intensity aspects mayaiso be 
responsible for listeners' discrimination of vowels. For instance, it is the 
case that vowellength is distinctive in some languages (in Danish, [vil;)J 
means 'wild' whereas [vi! l;)J means 'rest'), so that listeners identify words 
on the basis of vowel length before the final consonant is uttered. With 
regard to intensity, it is sometimes suggested that low vowels display greater 
intensity than high vowels, but this effect is not significant. 

Conclusion 

Throughout this chapter, we have discussed the acoustic cues which enable 
listeners to identify individual speech sounds. Together, these constitute the 
major aspects of speech recognition and discrimination. Of course, psy-
choacoustic investigations encompass a greater range of features than 
those explained in this chapter. For instance, they are also interested in the 
particular aspects of laryngeal activity which allow listeners to identify 
pitch transitions in speech. Clearly, if an impairment to the auditory system 
such as deafness occurs, then the listen er loses the ability to discriminate 
crucial speech cues, and the communicative process breaks down. 

Further reading 

For an in-depth account of the acoustic cues to vowels and consonants, Fry (1979) is 
recommended (see also the 'Further reading' seclion of Chapter 9). With regard to 
psychoacoustic methods in particular, useful background material is to be found in 
Richards (1976) and Johnson (1997). 
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Short questions 

1 What is meant by the term 'psychoacoustics'? 
2 Explain how the mel and the Bark scales are used in psychoacoustic experimentation . 
3 How is perceived intensity measured? 
4 Explain the term 'just noticeable difference' as it relates to frequency and intensity. 
5 What acoustic wes do listeners use to decide whether a consonant is voiced or voiceless? 

Essay questions 

1 Explain how listeners use a variety oF acoustic cues to identiFy Features oF vowels and 
consonants. 

2 Design a psychoacoustic experiment in which you will investigate a listener's perception 
oF pitch. 

3 Imagine you are a telecommunications software engineer and that you need to produce 
a communications system capable oF conveying detailed speech inFormation. How would 
you establish the type oF inFormation that must be captured by your system? 
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Introduction 

In previous chapters we have introduced the notion oE acoustic analysis, and 
the sound spectrograph and its modern computer-based versions. We have 
also briefly reviewed so me oE the experimental approaches phoneticians 
have taken to the study oE speech perception. However, these are not the only 
Eorms oE instrumental phonetics. Over the last century phoneticians have 
developed a range oE instruments to analyse speech production, transmis-
sion and perception. In this chapter we will review a range oE approaches to 
the instrumental investigation oE speech production, and illustrate them 
with examples oE the sorts oE data that are acquired from them. 

A short cautionary note is needed, however, beEore we proceed. Students 
oE phonetics may well develop an idea that speech description using 
impressionistic transcription is wholly subjective and imprecise, whereas 
instrumental approaches are always objective and precise. On the one 
hand, transcription iE learned properly can be an objective and testable 
approach to describing speech sounds; on the other, the results from instru-
mental analyses may themselves be diEficult to interpret, as it may be 
unclear which part oE a printout reEers to which section oE the speech. All 
instruments have in-built limitations (perhaps to do with speed oE data 
acquisition, or ability to cover all relevant parameters), so no approach to 
phonetic description can give all the answers, but using transcription and 
instrumentation together can get us quite a way along the road. 



202 Phonetics: the science of speech 

Muscle control for speech 

The production of speech requires initiation of an airstream, phonatory 
activity within the larynx and articulatory activity within the pharynx and 
nasal and oral cavities. At all these stages, relevant musele activity is needed, 
and so at a very basic level the study of musele activity will help the pho-
netician understand how the speech process operates. Interest in musele 
activity goes back over 100 years, but it is only in the last SOor so years that 
the technology has been available to study this area fully. This technique is 
known as electromyography (EMG), and will be described in this section. 

EMG is based on the fact that when museles are activated minute elec-
trical charges can be detected. These charges can be measured through the 
use of electrodes, and the resulting patterns of electrical discharges can be 
compared to the speech signal (assuming this is recorded separately) when 
electromyography is used by the speech scientist. This results in our ability 
to note which museles are activated at which point in time during the 
speech event. 

To be able to record the very smallieveis of electrical discharge involved 
in musele contraction (these are measured in microvolts), electrodes have to 
be placed either into the musele concerned, or very elose to it. These elec-
trodes are of two main types: intra-muscular (needle or hooked wire) elec-
trodes which are placed into the relevant musele, and surface electrodes 
which are placed on the surface of the skin immediately above the relevant 
musele. The former type would need to be used by the speech scientist to 
investigate activity in speech museles such as in the larynx which are away 
from the surface of the skin, whereas the latter have been used for facial 
museles, such as the orbicularis oris which controls lip posture in speech. 
However, even surface museles may be investigated through intra-muscular 
electrodes. This is because interest may lie in a small musele surrounded by 
larger ones which would affect the signal if a surface electrode were used, 
or (as in the case of orbicularis oris) a musele might consist of several sub-
divisions which can only be satisfactorily distinguished through the use of 
an intra-muscular electrode. 

This technique has been used to investigate many of the museles 
involved in speech production, and has informed phoneticians' models of 
speech production. However, in recent times there has been probably as 
much work done with EMG in the investigation of speech dis orders. These 
range from voice disorders due to laryngeal musele problems to acquired 
neurological dis orders such as dysarthria and apraxia of speech. Research 
has also been directed towards stuttering in an attempt to find out what 
patterns of muscular contraction occur during a dysfluent episode. 

Figure 12.1 shows a EMG traces of so me of the museles involved in lip 
movement for the phrase [epapapg J, spoken by a French sufferer of Friedre-
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ich's ataxia (though this trace shows an almost normal pattern at conver-
sational speaking rate). The muscles concerned are mentalis (MENT), 
orbicularis oris superior (OOS), orbicularis oris inferior (001), depressor 
labii inferior (DU) and anterior belly of the digastric (ABD); a voicing 
trace is also included. We can clearly see the peaks of muscles activity co-
occurring with the production of the [p] segments (see Gentil, 1990). 

Airflow in speech 
As we noted in Chapter 2, a moving body of air is essential for speech, and 
by far the most commonly used airstream is the pulmonic egressive one. 
The muscular activity used to set this airflow in motion can, of course, be 
investigated through the use of EMG; however, this does not tell us any-
thing about the volumes of air flow involved, their speed and their direc-
tion. If we wish to find out this kind of information we must employ a 
technique known as aerometry. 

MENT 

001 

aas 

ABD 

DLI 

VOICE 

e p a p a p 

Figure 12.1 
Averaged 
intergrated 
EMG for the 
phrase 
[epapape]. 
Brackets 
indicate 100 IlV 
(Courtesy 

100 ms Micheie Gentil) p 
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Most aerometry systems are designed to investigate several aspects of 
speech aerodynamics of interest to phoneticians. These include - as noted 
above - the volume velocity and direction of airflow, but also intra-oral and 
nasal air pressures (and in so me instances other air pressure readings), all 
linked to a speech signal taken from a microphone. Often, aerometry is 
used in addition to other equipment (for example, electrolaryngography), 
and so traces can be produced showing the interaction of aerodynamics 
and vocal fold activity etc. 

Aerometry systems are normally based around an airtight mask that fits 
over the nose and mouth. The measurement of air pressures and flows 
requires suitable transducers to be fitted within the mask. These convert 
press ures into electrical signals that can be fed to a personal computer for 
storage and display. The speech signal itself has to be recorded via a mask 
microphone (i.e. one fitted within the mask: an extern al microphone would 
only pick up a very muffled signal). The mask microphone, however, does 
not produce the clearest of signals, as the speaker's voice is bound to be 
affected by the wearing of the mask. This is one of the main drawbacks of 
aerometry systems, together with the fact that face masks can never be 
absolutely airtight and some leakage is bound to occur. 

To illustrate typical aerometry results, we can see in Figure 12.2 oral and 
nasal air pressures and nasal airflow for repetitions of the syllable /si/ in a 
dysarthric and hypernasal speaker. Figure 12.3 illustrates oral and nasal 
flow together with an EGG signal (i.e. electroglottography: what we term 
electrolaryngography in the following section) for the word 'hamper' 
([hcemp;JC J in American English pronunciation). These figures show how 
aerometry allows us to compare a variety of aerodynamic activities during 
speech, and then link these to other types of measurement. 

Phonation 

To examine phonatory activity the phonetician must obtain information 
about the position and movement of the vocal folds within the larynx. This 
can be done either directly or indirectly. Direct observation normally is 
undertaken through the use of an endoscope: a long narrow tube that can 
be attached, for example, to a video recorder. A rigid endoscope can be 
inserted into the oral cavity, and views of the larynx and vocal folds 
obtained with the subject uttering a low back vowel. Few other sounds are 
possible, because the presence of the endoscope does not allow normal 
tongue movement. Alternatively, a flexible nasendoscope can be used, 
passed through the nasal cavity into the nasopharynx. This does allow a 
wider range of speech sounds to be uttered, but is of course still very inva-
sive. Because of the speed of vocal fold vibration, the movements of the 
folds are difficult to see and so analyse. High-speed photography can get 
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round this problem, but is very expensive. Normally, stroboscopic light, 
carried down the endoscope, is utilized. Stroboscopic light consists of very 
rapid flashes of light, in this case triggered by the speaker's own voice 
(when analysed acoustically or through electrolaryngography). If the light 
flashes are synchronized with the speed of vocal fold vibration, we see what 
appears to be a static view of the folds, if a slight delay is built in we see the 
movement of the folds from vibratory cyde to vibratory cyde: caught, as it 
seems, in slow motion. An example of this technique (stroboscopic 
endoscopy) is given in Figure 12.4, where normal vocal fold vibrations are 
pictured together with electrolaryngographic readouts. 

Indirect examination of phonation is achieved through the use of the 
electrolaryngograph (ELG), also termed 'electroglottograph' (EGG). With 
this technique, two electrodes are placed externally on the subject's throat 
either side of the larynx. A weak current is passed from one electrode to the 
other through the larynx, and the equipment measures the varying imped-
ance offered to this current by the vocal folds. This dearly differs from 
moment to moment during normal voicing, and particular patterns are 
also characteristic of creak, whisper and other phonation types. This basic 
information is displayed on the computer screen in what is termed the Lx 
waveform. However, a variety of other measures are also possible in current 
models of the electrolaryngograph. First, the pitch of the voice can be 
computed from looking at cyde to cyde variations in vocal fold vibration 
frequency; this is displayed on the Fx waveform. The system is also able to 
compute dosed quotient and open quotient measures during voicing, and 
this can be especially useful in examining disordered voice quality. 

Recent versions of the electrolaryngograph have induded full acoustic 
analysis as well as vocal fold measures. This allows plotting of measures of 
intensity against vocal fold frequency, and the viewing of the speech wave-
form together with Lx or Fx waves, and so on. Figure 12.5 and Figure 12.6 
show modal and creaky voice types; in both cases the speech signal is 
shown in the top of the figure with vocal fold trace (Lx trace) below (vocal 
fold dosure upward). 

In Figure 12.5 the acoustic waveform has a regularly repeating pattern 
(or periodicity), whereas the laryngograph waveform shows a dear pattern 
of regular vocal fold dosures. However, Figure 12.6 shows creaky voice, 
and the two waveforms illustrate that creaky voice is associated with cydes 
of alternating large and small duration and amplitude, while the vocal 
folds show rapid dosure but slow opening. 

We illustrate in Figure 12.7 some of the other measurements available to 
ELG users: 

• DFx1 - Larynx frequency distribution. This analysis shows the proba-
bility of larynx vibrations over the range of frequencies normally found 
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in voice production. The speaker in Figure 12.7(a) shows a well-defined 
range, and a clear modal (most prominent) frequency. 

• CFx - Larynx frequency cross-plot. This analysis shows the degree of 
regularity in the speaker's vocal fold vibration sequences. Irregularities 
show up as points plotted away from the main diagonal on the graph. 
In Figure 12.7 (b) we can see that the speaker shows very few points of 
irregulari ty. 

• VRP - The phonetogram. This graph shows the range of acoustic 
intensities in the voice plotted against their corresponding vocal fold 
frequencies. Phonetograms of normal voice have patterns similar to 
that shown in Figure 12.7(c) so this measure provides a useful initial 
analysis of disordered voice types. 

• QxFx - Closed phase ratio. This measure provides the ratio of closed 
phase duration (i.e. the time when the vocal folds are held together) to 
the duration of the total larynx period. The longer the closed phase, 
the 'better' is the voice quality perceived. The example in Figure 12.7(d) 
shows the closed phase ratio for anormal speaker. 

Velic action 
In this section we will describe how speech scientists have investigated nasal-
ity in speech. Nasal and nasalized segments have characteristic acoustic fea-
tures (described in Chapter 9), and so can be examined solely through 
spectrographic analysis. However, there have been approaches to this area 
that have relied on the articulatory aspects of nasality. Nasal and nasalized 
sounds are produced with a lowered velum, with air escaping only through 
the nasal cavity (in the case of nasal sounds), or through both the nasal and 
the oral cavities (in the case of nasalized on es ). This gives us two possible 
ways to examine nasality: either through looking at velum position (raised 
or lowered), or though measuring egressive air flow from the nasal cavity. 

The method employed in instrumental phonetics to measure velum posi-
tion is the velotrace. The velotrace is a mechanical device, part of which 
actually rests directly on the upper surface of the velum. A narrow flexible 
part of the velotrace is placed through the nostril and the nasal cavity onto 
the upper surface of the velum, and is able to move up and down as the 
velum itself moves up and down. This portion acts as alever, and is joined 
outside the nasal cavity by aseries of joints and other levers leading ulti-
mately to a computer that records the movements of the levers and plots 
them against the speech signal (recorded via a microphone). In this way the 
physical movement of the velum can be examined at different points of the 
speech signal. 

However, the velotrace is invasive, and requires complex and expensive 
equipment. The alternate approach is to look at airflow at the nares. This 
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Figure 12.7 Aseries of ELG measurements of the same subject: (a) DFx 1; (b) CFx; (c) VRP1; 

and (d) QxFx (Courtesy Adrian Fourcin, Evelyn Abberton and Laryngograph Ltd) 

was touched on when we discussed aerometry above, but very often pho-

neticians (especially those helping speech pathologists looking at abnormal 

nasalance in speakers) will require something less expensive and complex 

than full aerometry equipment. Nasometers are designed to look at nasal 

airflow through the use of small microphones rat her than the pressure and 

flow meters described earlier. Further, airtight masks are usually avoided, 

thus making the equipment easier to use for the subject (though not so 

accurate for the phonetician). 

A typical nasometer is that produced by Kay Elemetrics, which uses two 

microphones, one above the other, separated by a metal plate. The whole is 

mounted on aseries of straps that can be fitted to the head of the subject, 

so that the upper microphone records nasal output, and the lower oral out-
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put. The software that comes with the equipment allows the ratio of oral 
to nasal airflow to be calculated and displayed in a variety of ways on the 
screen. Figure 12.8 shows the utterance 'a hamper' (in southern British pro-
nunciation: [g 'hcempgJ), and one can clearly see the increase in nasaliza-
tion from the oral, through the nasalized, to the nasal segment. 

Nasometers are clearly more user-friendly than the velotrace in measur-
ing nasality. However, it must be remembered that this equipment is less 
accurate than the aerometer described earlier. 

Articulation 

As we have seen, phoneticians have been successful in developing instru-
mentation that directly or indirectly measures many aspects of speech 
other than the articulation of individual sounds. The measurement of the 
movement of the articulators within the oral cavity has, however, proved to 
be especially difficult. Certain places of articulation (e.g. bilabial, labio-
dental, interdental) can be seen by an observer, and so recorded photo-
graphically or on video-tape. Other places, and subtle distinctions of 
manner (e.g. between stop, affricate and fricative), cannot be easily 
observed. An early attempt to surmount these difficulties came with the 
development of direct palatography. 

Palatography is the measurement of tongue-palate contact patterns 
through taking an image of the palate (i.e. palate patterns are measured but 
not tongue patterns). In direct palatography this is done by coating the roof 
of the mouth with a charcoal-based powder, and then requiring the subject 
to utter a single segment that involves tongue-palate contact (that is to say 
any consonant between the dental and velar places of articulation). The 
contact will disturb the charcoal coating, and this will be wiped off from 
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the area where the tongue has contacted the palate. By using a mirror 
inserted slightly into the subject's mouth, a photographic record can be 
made oE the pattern oE disturbance (and so the area oE contact) Eor any par-
ticular sound. 

This technique has clearly several drawbacks. First, speakers can only 
utter a single sound at a time: this is not anormal way oE speaking and so 
may affect the results. Second, there is always a danger that subjects may 
raise their tongue only slightly aEter making the utterance and thereby wipe 
off a different section oE the powder. Finally, the resultant photograph 
shows the entire area oE the palate contacted during the sound in question: 
we cannot ascertain which parts were contacted at the beginning oE the 
articulation, and which other parts were added in or taken away as the 
articulation proceeded. A slight variant oE direct palatography was indirect 
palatography. This used an artificial palate designed to fit the subject's 
mouth closely. This had the powder sprayed onto it, and was removed Eol-
lowing the making oE asound to be measured externally. 

Electropalatography (EPG) was developed from the 1970s onwards to 
overcome these disadvantages. EPG is dynamic, and so we can see which 
parts oE the palate are contacted at which point during articulation. It does 
not involve the use oE charcoal powder, but instead a very thin artificial 
palate fitted with a large number oE electrodes which fire when contacted 
by the tongue. This means we no longer have the problem oE only uttering 
one sound at a time, or accidentally interEering with the powder coating. 

There are currently three different EPG systems in regular use: the Rion 
system from Japan, the Reading-EPG3 system from Great Britain, and the 
Kay Elemetrics Electropalatometer system from the USA, all running 
through personal computers and displaying results on the pe screen (and 
oE course these can be printed from the computer). They all differ slightly 
in terms oE the shape oE the artificial palate (e.g. the Reading system cov-
ers just the palate, whereas the Kay system covers the upper dentition as 
well), the number oE electrodes (Reading: 62, Rion: 63, Kay: 96), and the 

Figure 12.9 EPG electrode patterns for the Rion (leftL Reading (centreL and Kay (right) systems 
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patterns of the electrodes (see Figure 12.9). As we have noted, these systems 
are dynamic: that is to say they can show the patterns of contact at various 
points during an utterance. To do this there must be rapid continuous sam-
pling of the electrodes, for example 100 or 200 times a second. (EPG3 sam-
pIes 100 frames of data a second; the Kay system also sampies at 100 
frames a second, with the system taking 1.7 milliseconds to complete a 
sweep of all the electrodes.) As we can see from Figure 12.10 aseries of 
frames can be displayed on the computer screen and printed, and from this 
series the phonetician can identify the frames where maximum contact for 
a consonant takes place, where contact just begins and where it ends, and 
so on. 
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Once data has been collected, data reduction techniques are available 
that allow the researcher to compare speakers or speech events in a princi-
pled manner. The Reading EPG3 system, for example, has software aiding 
in the calculation of centre of gravity (i.e. where the main concentration of 
activated electrodes is situated); anteriority index (an index that gives pref-
erence to clear anterior or posterior contact patterns); assymmetry index 
(compares left and right side patterns), and others (described in Hardcas-
de and Gibbon, 1997). 

The use of EPG in the study of speech can be seen in Figure 12.11 and 
Figure 12.12 below. Here we compare the production of final alveolars fol-
lowing a vowel, and following the same vowel and 11/ in a rhotic accent of 
English (Northern Irish English). It can be clearly seen that the presence of 
the 11/ moves the plosive contact from alveolar to post-alveolar. 

Tracking 
We have seen how the EPG can tell us much about the contact patterns 
between the tongue and the roof of the mouth. However, there are many 
sound types (such as vowels and labials) which cannot be examined via 
EPG, and we must remember it tells us litde about tongue position or 
shape. The dream of the phonetician has always been to somehow see the 
movements of all the articulators during speech, and articulator tracking is 
one step towards this goal. Tracking involves placing one or more small pel-
lets (made of gold, for example) on the articulator(s) under investigation, 
and then tracking the movements of the pellet(s). These movements can 
then be displayed on a computer screen and printed out and, as long as the 

Figure 12.11 EPG patterns of alveolar stops in the word 'caught' in a rhotic accent of English 
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phonetician also has recorded certain anatomical landmarks (such as the 
chin, or the palate), it is possible to see how the articulator moves in time 
in relation to the landmarks. 

Two main tracking systems have been used in speech research: X-ray 
microbeam and electromagnetic articulography (EMA). The X-ray 
microbeam technique involves the use of computer-controlled small doses 
of X-rays that are sufficient to record the movement of the pellets attached 
to the articulators. The dosage is small enough to allow reasonably long 
recording sessions with minimal danger to subjects. This technique has 
been used to study both normal and disordered speech (see review in Ball 
and Gröne, 1997), but due to the expense involved in setting up and acquir-
ing the equipment, only a very few research centres have ever used it. 

EMA (also known as EMMA for electromagnetic mid-sagittal articu-
lography) is considerably less expensive and requires much less laboratory 
space than X-ray microbeam. Electromagnetic articulography is a non-
invasive, and biologically safe instrumentation system that records and dis-
plays articulatory movements. At present there are three different 
commercially available systems that differ in technical details: the Carstens 
Electromagnetic Articulograph AG 100 (Schönle et al., 1987; Tuller et al., 
1990), the Electromagnetic Midsagittal Articulometer EMMA (Perkell et 
al., 1992), and the Movetrack from Sweden (Branderud, 1985). 

EMA works as follows (see full details in Ball and Gröne, 1997): a trans-
mitter coil generates an alternating magnetic field; the strength of the field 
decreases with the distance from the transmitter. A receiving coil posi-
tioned with its axis in parallel to the transmitter in duces an alternating low 
voltage, that changes with the distance of the receiver from the transmitter. 
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By using two transmitter coils with different frequencies the distance 
between the receiver and the transmitter can be calculated from the 
strength of the voltages induced in the receiver. But when the detector is 
tilted, distances appear to be too large, and the position of the detector 
cannot be determined. Therefore a third signal from a third transmitter has 
been added, which allows an iterative correction of the tilt angle. The three 
signals from the transmitters can be interpreted as radii of three circles 
around the transmitters. If the receiver coil is tilted these three circles do 
not intersect at one point, since all three radii are too great. In a step-by-
step algorithm the radii are then reduced by the same factor till intersection 
occurs at a single point. This point represents the actual coil position. 

The transmitter coils are aligned in parallel and perpendicular to the 
midsagittal plane on a light-weight heImet, worn around a speaker's head. 
The positions of the coils are in front of the forehead, the mandible and the 
neck. In this manner the speaker's head is just inside the alternating elec-
tromagnetic field. Up to five detector coils can be fixed on the articulators 
for simultaneous recording (about 800 Hz): e.g. the upper and lower lips, 
the mandible, the tongue tip and the tongue dorsum. The speech signal is 
also recorded as an acoustical reference (about 16 kHz). Detector coils, 
which are 4 mm to 2 mm in size, are fixed with surgical glue (Hystoacryl). 
From these coils a very small wire, about 0.4 mm in diameter leads out of 
the corner of the mouth (for coils that are fixed on the tongue surface) to 
the pre-amplifier of the recording unit of the device. 

Electromagnetic articulography provides a two-dimensional midsagittal 
display of articulatory movements. As a constant reference structure the 
shape of the palate can be recorded. An example of the two-dimensional 
time his tory data obtained from receivers placed on four locations on the 
tongue is presented in Figure 12.13(a). Shown is a single repetition of a sub-
ject repeating the phrase 'Say ladder again' . The movement trajectories 
from the tongue have been digitally smoothed following sampling at 
625 Hz. The acquired data can also be displayed as receiver paths in the 
sagittal plane. Figure 12.13(b) is the same data in which the form of the 
articulator paths can be easily visualized. Also presented in the figure is an 
outline of the hard palate taken during the experimental session. EMA 
studies are producing ever more information on articulator control and 
movements in both normal and disordered speech. 

Imaging 
The tracking systems we have just looked at both involve techniques that 
provide so me kind of image of the vocal tract (especially the supraglottal 
vocal tract). There are other imaging techniques that do not normally 
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Figure 12. 13a 
Vertical (y) and horizontal 
(x) movement trajectories 
from four receivers on the 
tongue. (Courtesy Vince 
Gracco) 

Figure 12. 13b 
Tongue and jaw paths in 
occlusal space 
associated with the 
word 'ladder' . Arrows 
indicate the direction of 
the motion. (Courtesy 
Vince Gracco) 

involve the tracking of affixed pellets, but instead provide an image of all 
or parts of the structures within the relevant part of the vocal tract. The 
oldest of these techniques is X-radiography (which, of course, we have just 
looked at in its microbeam form), but more recently researchers have 
applied both the ultrasound and magnetic resonance imaging (MRI) tech-
niques to the study of speech production. 

X-radiography was developed at the end of the nineteenth century when 
it was discovered that these rays (part of the general spectrum of rays, includ-
ing radio waves, and rays of light and heat, but at the very low frequency 
end of this spectrum) penetrate materials that would normally reflect light. 
Another important aspect of X-rays is differential absorption: that is to say, 
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material of different densities will absorb X-rays to different degrees. This 
means that if we record X-rays on photographic plates (or similar, such as 
cine or video), materials of different densities will be distinguishable. 

X -rays have been used in medical research since their discovery, and pho-
netics research has also made use of them for most of this time: research-
ing both normal and disordered aspects of speech production. A wide 
range of X-ray techniques have been developed, involving greater or lesser 
degress of darity; still, cine and video pictures; and varying degrees of 
dosage of radioactivity. Because of concerns about safety, phoneticians 
have been moving away from X-radiography recently (with the exception of 
the microbeam studies referred to above, but this equipment is almost pro-
hibitively expensive), and have instead turned to other imaging techniques 
described in this section. 

Ultrasonic investigations of speech have utilized the fact that pulses of 
ultrasound (sounds with frequencies of 2-20 MHz) reflect off physical 
structures (such as the tongue or larynx). Computer-based analysis allows 
us to measures distances derived from the time it takes the pulses of ultra-
sound to travei from the transmitter to the structure and back to the 
receiver. As different densities of physical structure (such as soft tissues or 
bone) have different acoustic resistance, it is also possible to distinguish 
these. The ultrasound transducer is held beneath the chin and sound waves 
pass into the tongue from the bottom. When the waves re ach the airspace 
in the oral cavity, they reflect back to the transducer (meaning the waves 
cannot pass over airspace). A computer within the machine reconstructs 
the images from the reflected echoes, in real-time, creating 30 or more scans 
per second of the tongue surface. 

A lot of ultrasound work in phonetics has dealt with tongue movement 
and shape. X-ray studies have always been much better at sagittal (i.e. side) 
views of the tongue, rat her than frontal views (as the mass of the jaw bone 
interferes with dear reading of the X-rays). Ultrasound investigations have 
enabled us to look at the surface of the tongue from the front: which, of 
course, is essential in studying the grooved and slit fricatives discussed in 
Chapter 5. Figure 12.14 shows tongue shapes for a variety of front and cen-
tral vowels that have been constructed from ultrasound data. 

The final instrumental technique we will look at is magnetic resonance 
imaging (MRI). Magnetic resonance imaging (or nudear magnetic reso-
nance imaging) is a non-invasive imaging technique giving three-dimen-
sional views of biological tissue with good resolution compared to many 
other approaches (particularly of the soft tissue of the vocal tract). Its main 
drawback currently is temporal, in that, due to the time required to obtain 
a magnetic resonance image, static images only are possible (though recent 
developments towards a more dynamic system can produce images very fre-
quently: up to four times a second). 
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MRI works by taking advantage of the magnetic properties of hydrogen 
nuclei protons, which occur abundantly in biological tissue (Moore, 1992). 
If a large and constant magnetic field is applied to the biological tissue (for 
example, the vocal tract), then the protons in the area concerned will align 
parallel to that field. The next step in the imaging procedure requires the 
application of a radio frequency orthogonal to the magnetic field. This 
results in the dipoles tipping away from their primary axis and precessing 
in a cone-shaped spinning path. During the free induction decay of the pre-
cession of the dipole, a small electromotive force is emitted. This force can 
be detected by a receiver which is tuned to the radio frequency used, and in 
the final stage of imaging, the electromotive force is converted via a proces-
sor unit to an image (see Morris, 1986). 

The majority of MRI studies on speech have concentrated on examining 
the vocal tract, and comparing MRI results with those obtained from other 
methods (such as the acoustic record or X -radiography), and investigations 
of errors in MRI data. Studies have looked at vowel and consonant pro-

Figure 12.15 MRI images: serial coronal images of the production of / u/ (3 mm slices, 7 mm 
spacing) (Courtesy Christopher Moore) 
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duction, and both normal and pathological speech. Figure 12.15 illustrates 

some of the images obtained during one such study, and demonstrates a 

series of MRI 'slices' through the oral cavity (working from the back to the 

front) to give us front views of the production of the vowel /u/. 

Conclusion 

As we have demonstrated in this chapter, there exists a wide range of 

instrumentation for the investigation of the speech production process (not 

all of which have been included here, of course). The trend in the future 

appears to be to integrate different measurement techniques to provide a 

multi-parameter analysis package. For example, acoustic information via 

sound spectroscopy can be included together with ELG/EGG traces, EPG 

frames, and EMA tracks from different articulator points. Such multi-para-

meter data will allow us better to understand the complex interaction of 

articulators in speech production. 

Further reading 

Instrumental phonetic studies are mostly reported in the main phonetics journals, such as 

Journal of Phonetics, Journal of the Acousfical Society of America, Journal of Speech 
Language and Hearing Research, Language and Speech, Phonefica, and Speech and 
Language Imaging. Serious students of phonetics are recommended to consult these 

journals to follow developments in the discipline. 

However, collections that survey instrumental phonetics are available, and among the 

more recent are Ball and Code (1 997), Kent ef al. (1991) and Lass (1 996) . 

Short questions 

1 How is muscle control for speech production investigated? 

2 What do aerometry systems measure and how do they do this? 

3 What are the strengths and weaknesses of the nasometer and the velotrace? 

4 What are the strengths and weaknesses of endoscopy and electrolaryngography/ 

electroglottography? 

5 How does EPG work? 

6 Describe the operation of electromagnetic articulography. 

7 How does ultrasonic imaging work, and why is it preferable to X-radiography? 

8 Describe the operating principle underlying magnetic resonance imaging. 
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Essay Questions 

1 Describe with reference to previous studies, the development of speech imaging tech�

niques (induding speech tracking) over the last 30 years. 

2 Undertake, with the guidance of your tutor, a practical investigation of any aspects of 

speech production, using any one or combination of the techniques described in this chap�

ter. 



Appendix 1 : Phonetics charts 

AIRSTREAM TYPES 

CE oesophagealspeech 11 electrolarynx speech 

10 trachaeo-oesophageal speech ~ pulmonic ingressive speech 

PHONATION TYPES 

Y modal voice F falsetto 

W whisper C creak 

y whispery voice (murmur) Y creaky voice 

y breathy voice ~ whispery creak 

y! harsh voice Y!! ventricular phonation 

Y! ! diplophonia V.!! whispery ventricular phon. 

SUPRALARYNGEAL SETTINGS 

~ raised larynx ~ lowered larynx 
Va:; labialized voice (open round) yw labialized voice (dose round) 

y spread-Iip voice yu labio-dentalized voice -y Iinguo-apicalized voice \[ linguo-Iaminarized voice 

y, retroflex voice '{ dentalized voice 

Y alveolarized voice Yj palatoalveolarized voice 

yj palatalized voice yy velarized voice 

Ylf uvularized voice y'l. pharyngealized voice 

y'l. laryngo-pharyngealized voice yH faucalized voice 

- f Y nasalized voice V denasalized voice 

J open jaw voice J close jaw voice 

J right offset jaw voice J left offset jaw voice 
< > 

J protruded jaw voice 0) protruded tongue voice 

USE OF LABELED BRACES & NUMERALS TO MARK. STETCHES OF SPEECH 
AND DEGREES OF QUALITY 

['CHS IZ 'n;)cm::JI 'V;HS {V!3 'aIS IZ 'veri 'hCl'J 'V;)IS V!3} 'aIS IZ 'n:"l'm:"ll 'V;)IS 

WAns 'm;)c V! I 'aIS IZ 'les 'hC!' . 'V;)IS V! 1 1 
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THE INTERNATIONAL PHONETIC ALPHABET (revised to 1993, updated 1996) 
CONSONANTS (PULMONIC) 

Bilabial Labiodental Dental J Alveolar jPostnlveolnr Retroflex Pnlalal Velar Uvulnr Pharyngeal Glollal 

Plash"<: p b t d t q c j k g q G r ? r 
Nasal m 11) n '1. J1 I) N 

Tri ll B r R 
Tap or Flap f r 
FricaLive <I> f> f v e o Js z I I 3 1,) Lt y J X y X ff h l h fi 
Lateral i fricali\<e. 

Approximant v l l J ur 
La teral 1 l !.. L appro:Umant 

Where symbols appear 10 paus, the one to the nght represents a voiCed consonant. Shaded areas denote arhculatwns JUdged nnposs1ble. 

CONSONANTS (NON-PULMONIC) VOWELS 

Clicks Ejectives 
Front 

Voiced implosives 

0 Bilabial 6 Bilabial Examples: 

I Dental cf Dental/alveolar p' Bilabial 

(Post)alveolar } Palatal 

:j: Palatoalveolar g Velar 

II Alveolar lateral d' Uvular 

OTHER SYMBOLS 

M 

w 
q 

Voiceless labial-velar fricative 

Voiced labial-velar approximant 

Voiced labial-palatal approximant 

H Voiceless epiglottal fricative 

:f 
Voiced epiglottal fricative 

Epiglottal plosive 

1 
fj 

t' Dental/alveolar 

k' Velar 

s' Alveolar fricative 

Alveolo-palatal fricatives 

Alveolar lateral flap 

Simultaneous I and X 

Mfricates and double articulations 
can be represented by two symbols 
joined by a tie bar if necessary. 

Close 1 

Close-mid 

Open-mid 

Open 

0 

DIACRITICS Diacritics may be placed above a symbol with a descender, e.g. I) 

Voiceless I} <} Breathy voiced 1? Dental t 
Voiced § t Creaky voiced 1? g Apical t h th dh t g t Aspirated Linguolabial Lamina! 

More rounded y w 
Labialized rw dW Nasalized 

Q 
g 
Q 
e 

Central Back 

u 
I Y U 

e e--Y 0 

g 

e ce-3\G-A ;) 

ce B 

a CE_____l__Q D 
Where symbols appear in pairs, the one 
to the right represents a rounded vowel. 

SUPRASEGMENTALS 

Primary stress 

Secondary stress 

,foung'trJ::m 
Long er 
Half-long e• 
Extra-short e 
Minor (foot) group 

Major (intonation) group 

Syllable break 1i. a:kt 

Less rounded ? Palatalized ti di n 
Nasal release dn linking (absence of a break) 

Advanced v y 
Velarized F dY Lateral release d' TONES AND WORD ACCENTS 

LEVEL CONTOUR 

I' t' d' d' Retracted Pharyngealized No audible release " l Extra ;1 em high ecr Rising 

Centralized e Velarized or pharyngealized t 
X 

Mid-centralized e Raised y (.,I =voiced alveolar fricative) 

Syllabic f,l Lowered y ( =voiced bilabial >lJproximant) 

e I High e \J Falling 

e -1 Mid e 1 High 
rising 

e __j Low e ,--1 Low 
rising 

e J Extra e 1 Rising-
low falling 

Non-syllabic x Advanced Tongue Root y -1- Down step /' Global rise 

Rhoticity gc a'" Retracted Tongue Root y t Upstep "' Global fall 
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IGui 
!Xoo 
Abkhaz 
Acehnese 
Agul 
American English 
Amharic 
Amuzgo 
Arabic 

Archi 
Arrernte 
Bengali 

Brazilian Portugese 
British English 
Bura 
Burmese 
Cantonese 

Catalan 
Chengtu Chinese 
Chinese (Mandarin) 
Chipewyan 

Comanche 
Czech 

Appendix 2: Languages 
cited in the text 

Language Group Geographical Area 

Central Khoisan Botswana 
Southerm Khoisan Botswana 
North Caucasian Abkhazia (Georgia) 
Austronesian Indonesia 
North Caucasian Russia 
Indo-European (Germanie) USA 
Semitic Ethiopia 
Otomanguean-Amuzgoan Mexico 
Semitic Middle East, North 

Africa 
North Caucasian Russia 
Australian Australia 
Indo-European Bangladesh, India 
(Indo-Iranian) 
Indo-European (Romance) Brazil 
Indo-European (Germanie) Great Britain 
Afro-Asiatic Nigeria 
Sino-Tibetan Burma 
Sino-Tibetan Kwangtung, 

southern China 
Indo-European (Romance) Catalonia (Spain) 
Sino-Tibetan Szechuan (China) 
Sino-Tibetan northern China 
Athabaskan north and central 

Canada 
Uto-Aztecan Oklahoma (USA) 
Indo-European (Slavonic) Czech Republic 
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Language Language Group Geographical Area 

Dutch Indo-European (Germanie) Netherlands, 
Belgium 

Dyirbal Pama-Nyungan N. Queensland 
(Australia) 

Edo Niger-Congo Nigeria 
Efik Niger-Congo Nigeria, Cameroon 
English Indo-European (Germanie) UK, USA, Canada, 

Australia, 
New Zealand, South 
Africa, Caribbean, 
etc. 

Etsako Niger-Congo Nigeria 
Ewe Niger-Congo Ghana, Togo 
Farsi Indo-European Iran 

(Indo-Iranian) 
Finnish Uralic Finland 
French Indo-European (Romance) France, Belgium, 

Canada, 
Luxembourg, 
Monaco, 
Switzerland, French 
Guiana, Haiti, 
Caribbean, 
Polynesia etc. 

Fula Niger-Congo northern West Africa 
Galician Indo-European (Romance) Galicia (Spain) 
Gbaya Niger-Congo N. Central Africa 
German Indo-European (Germanie) Germany, Austria, 

Belgium, 
Switzerland 

Gimi Papuan Papua-New Guinea 
Greek Indo-European (Hellenie) Greece, Cyprus 
Guarani Tupi Paraguay 
Gujerati Indo-European Gujerat State, 

(Indo-Iranian) India 
Hanunoo Austronesian Mindoro 

(Philippines) 
Hausa Afro-Asiatic Nigeria, Niger, 

Chad, Togo, Ghana, 
Burkina Faso, 
Cameroon 
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Hawaiian Austronesian Hawaii (USA) 
Hebrew Semitic Israel, world-wide 
Hiberno-English Indo-European (Germanie) Ireland 
Hindi Indo-European India, Fiji, 

(Indo-Iranian) Guyana, Mauritius, 
Trinidad, Surinam, 
East Africa, South 
Africa 

Hungarian Uralic Hungary, Romania, 
Slovakia 

Icelandic Indo-European (Germanie) Iceland 
Igbo Niger-Congo Nigeria 
Ingush North Caucasian Ingushetia (Russia) 
Inuit Eskimo-Aleut Greenland, north 

Canada, Alaska, 
Siberia 

Irish Indo-European (Celtic) Ireland 
Isoko Niger-Congo Nigeria 
Italian Indo-European (Romance) Italy, Switzerland, 

San Marino 
J alapa Mazatec Oto-Manguean Mexico 
Japanese possibly Altaic Japan 
Javanese Austronesian Java (Indonesia) 
Kabardian North Caucasian Russia, Turkey 
Kalispei Salishan Washington State, 

Montana (USA) 
Kele Austronesian Papua-New Guinea 
KiChaka Niger-Congo Tanzania 
Kikuyu Niger-Congo Kenya 
Korean Altaic North and South 

Korea 
Kurdish Indo-European Turkey, Iraq, Syria, 

(Indo-Iranian) Iran, Armenia 
Kwakw'ala Wakashan Vancouver Island, 

British Columbia 
(Canada) 

Lappish Uralic Norway, Sweden, 
Finland, Russia 

Lendu Nilo-Saharan Democratic Republic 
of Congo 

Malagasy Austronesian Madagascar, 
Co moros 
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Language Language Group Geographical Area 

Malayalam Dravidian Kerala, Laccadive Is. 
(In dia) , Fiji 

Marathi Indo-European Maharashtra 
(Indo-Iranian) (India) 

Margany Pama-Nyungan Queensland 
(Australia) 

Margi Afro-Asiatic Nigeria 
Marshallese Austronesian Marshall Is., N auru 
Melpa Papuan Papua-New Guinea 
Mid-Waghi Papuan Papua-New Guinea 
Montana Salish Salishan Montana (USA) 
Mpi Sino-Tibetan Thailand 
Navajo Athabaskan Arizona, Utah, New 

Mexico (USA) 
Ngwe Bantoid Cameroon 
Nitinaht Wakashan British Columbia 
Nupe Niger-Congo Nigeria 
Oaxaca Chontal Tequistlatecan Hokan Mexico 
Palantla Chinantec Oto-Manguean Mexico 
Pedi Niger-Congo South Africa 
Polish Indo-European (Slavonic) Poland 
Portugese Indo-European (Romance) Portugal, Brazil, 

Angola, 
Mozambique, 
Guinea -Bissau, 
Timor, Goa (India) 

Quechua Quechuan Peru, Ecuador, 
Bolivia, Colombia, 
Argentina, Chile 

Russian Indo-European (Slavonic) Russia, former soviet 
states 

Salish Salishan N.W. USA 
Scots Gaelic Indo-European (Celtic) Scotland, Nova 

Scotia (Canada) 
Scottish English Indo-European (Germanic) Scotland 
Sherpa Sino-Tibetan Nepal, China, India 
Shona Niger-Congo Zimbabwe, Zambia, 

Mozambique 
Sindhi Indo-European Sindh (Pakistan), 

(Indo-Iranian) India 



Appendix 2 231 

Sinhalese Indo-European Sri Lanka 
(Indo-Iranian) 

Skagit Salishan Washington State 
(USA) 

Slovene Indo-European (Slavonic) Slovenia, Austria, 
Italy 

Spanish Indo-European (Romance) Spain, Mexico, USA, 
Central America, 
South America, 
Caribbean, etc 

St Lawrence Island Eskimo-Aleut Alaska (USA) 
Yupik 
Sundanese Malayo-Polynesian Java 
Swahili Niger-Congo East Africa 
Swedish Indo-European (Germanie) Sweden, Finland 
Swiss German Indo-European (Germanie) Switzerland 
Taba Austronesian Malaku (Indonesia) 
Tabassaran North Caucasian Dagestan (Russia) 
Tamazight Berber Afro-Asiatic Morocco, Algeria 
Tamil Dravidian Tamil Nadu (India), 

Sri Lanka, South 
Africa, Malaysia, 
Singapore, Fiji 

Tereno Arawakan Brazil 
Thai Tai Thailand 
Tibetan SIno-Tibetan Tibet, India, Nepal, 

Bhutan 
Tigre Semitic Ethiopia, Eritrea, 

Sudan 
Tikar Niger-Congo Cameroon 
Tiv Niger-Congo Nigeria, Cameroon 
Tlingit Na-Dene Tlingit Alaska (USA), 

British Columbia 
(Canada) 

Toda Dravidian India 
Tsou Austronesian Taiwan 
Turkish Altaic Turkey, Cyprus 
Twi Niger-Congo Ghana 
Ubykh North Caucasian Turkey 
Uduk Nilo-Saharan Sudan 
Urdu Indo-European Pakistan, India 

(Indo-Iranian) 
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Language Language Group Geographical Area 

Urhobo Niger-Congo Nigeria 
Uzere Isoko Niger-Congo Nigeria 
Vietnamese Austro-Asiatic Vietnam, Laos, 

Cambodia 
Walmatjari Pama-Nyungan Western Australia 
Warja Afro-Asiatic Nigeria 
Warlpiri Pama-Nyungan Northern Territory 

(Australia) 
Watjarri Pama-Nyungan Western Australia 
Welsh Indo-European (Celtic) Wales, Patagonia 
Xhosa Niger-Congo South Africa 
Yeletnye Papuan Papua-New Guinea 
Yoruba Niger-Congo Nigeria, Benin, 

Togo, Sierra Leone 
Zhongshan Chinese Sino-Tibetan China 
Zulu Niger-Congo South Africa 
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